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Abstract— Most of the tools available for monitoring mul-
ticast have only marginal utility in today’s multicast in-
frastructure. These tools lack the ability to handle the
latest routing protocols because they rely on application
layer data like the Realtime Transport Protocol (RTP).
Our goal is to develop a system that monitors multicast at
the network layer; that can provide functionality for all of
the network management tasks; and that can be easily ex-
tended to monitor the evolving set of multicast protocols.
To this end, we have developed Mantra, a tool for collect-
ing data from multicast routers, analyzing the collected
data and presenting realtime results. Using collected data,
Mantra creates interactive graphs depicting the state of
the multicast infrastructure. The results from Mantra are
being used to monitor multicast usage and deployment,
as well as routing protocol deployment and performance.
In addition, the results are being used to detect common
anomalies and to troubleshoot frequent routing problems.
In this paper, we discuss the issues related to multicast
monitoring, describe the existing efforts in the field and
present the design of Mantra. In addition, we present re-
sults based on data collected over a 6 months period by
monitoring the multicast traffic at two points: (1) at the
Federal IntereXchange—West (FIXW) router, and (2) an
on-campus router.

I. INTRODUCTION

Over the last decade, a myriad of new Internet appli-
cations have evolved that require transfer of high band-
width media streams to a large number of users. Because
traditional Internet protocols are mostly unsuitable for
such traffic flows, several solutions have been proposed
as efficient alternatives. Among these is multicast com-
munication[1]. Multicast is a mechanism for one-to-many
and many-to-many delivery of data over the Internet in
a bandwidth efficient manner.

During the first five years of its deployment multicast
existed as a virtual and experimental network on top of
the existing Internet. This topology called, the Mul-
ticast Backbone (MBone)[2], used the Distance Vector
Multicast Routing Protocol (DVMRP). However, more
recently, multicast has evolved beyond the MBone into a
native multicast infrastructure. Protocols like Protocol
Independent Multicast - Dense Mode (PIM-DM), Pro-
tocol Independent Multicast - Sparse Mode (PIM-SM),
the Multicast Border Gateway Protocol (MBGP) and
the Multicast Source Discovery Protocol (MSDP) are in
use[3].
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The rapid evolution of multicast has been accomplished
with only a few monitoring and debugging tools[4]. Tool
development and monitoring efforts have not kept pace
with the growth in deployment. Several existing tools,
including mrinfo[5], mwatch|[6] and mrtree[7], were devel-
oped in the context of the MBone and its flat routing
topology. As a result, their utility has been marginalized
as the topology has shifted towards hierarchical inter-
domain routing. Existing tools also provide only lim-
ited data collection, analysis and display functionality.
In addition, many tools collect monitoring data based on
application layer protocols, e.g., the Realtime Transport
Protocol (RTP)[8]. Their weakness in this respect is that
if the application does not send the right data, or con-
nectivity is broken, the data either is not representative
or is not available at all.

Limitations of existing monitoring tools and the need
for newer monitoring mechanisms has motivated us to de-
velop Mantra, a tool to monitor multicast at the network
layer. We have developed Mantra to monitor the latest
set of routing protocols. Mantra can perform network
management tasks like monitoring the network, generat-
ing real-time results, presenting results intuitively, and
providing useful analysis. Mantra is a Java-based tool
that can be easily deployed across different platforms.
Its basic operations include (1) collecting data by period-
ically capturing multicast router state and (2) processing
collected data to generate monitoring results. Other tasks
include, data logging and Web-based presentation of re-
sults. Mantra’s ability to collect data at the router level
enables us to monitor activity based on what the router
sees instead of what users see. Results from Mantra are
useful for monitoring several aspects of multicast includ-
ing multicast usage and deployment as well as protocol
deployment and performance. Mantra results are also
useful for debugging routing problems.

We have been monitoring two locations using
Mantra: (1) a major multicast exchange point, Federal
IntereXchange-West (FIXW) and (2) a UCSB campus
router. The results presented in this paper are based on
six-month worth of data collected from these two collec-
tion points between October of 1998 and March of 1999.
With the help of these results and their preliminary anal-
ysis, we describe the types of results that Mantra gener-



ates and how can they be used for monitoring and debug-
ging purposes.

The rest of this paper is organized as follows. In Section
2, we discuss challenges in monitoring multicast, review
different types of multicast monitoring and list some of
the existing multicast monitoring tools. In Section 3, we
present an overview of the Mantra design. Section 4 de-
scribes some useful results from Mantra and the pertinent
analysis. The paper is concluded in Section 5.

II. MONITORING MULTICAST

The rapid pace of multicast deployment has increased
the importance of multicast monitoring. There is a strong
need to monitor multicast usage as well as different as-
pects of multicast networks like deployment, protocol per-
formance and routing problems. However, due to the shift
in the multicast infrastructure from a DVMRP-based
tunnel topology to native deployment, monitoring multi-
cast has become more difficult. Conventional monitoring
techniques have lost some effectiveness. Consequently, in
the current infrastructure, not only has the utility of the
existing monitoring mechanisms diminished, but devel-
oping new ones has become a challenging task as well.

In the remainder of this section we identify the chal-
lenges in monitoring multicast and discuss our goals for
monitoring multicast. We also classify multicast moni-
toring systems into two different categories; application
layer monitoring and network layer monitoring; and de-
scribe several monitoring tools.

A. Challenges in Monitoring

Challenges in monitoring multicast can primarily be
attributed to the following factors:

e Data delivery via distribution trees. Multicast data
travels in the network along a distribution tree. The
sender is the root of the tree and each receiver is a
leaf. Monitoring data delivery in a multicast session
becomes hard as it involves monitoring the distribu-
tion trees for each of the senders and all the branches
of each tree.

o Lack of information about receivers. Any host that is
sending data to a multicast group only knows about
the nodes that form the next level of the tree. As
a result, a sender will likely not know about who
or how many receivers there are. Although, it is
possible to get this information at the application
level, it requires all members of a multicast session
to adhere to the same application layer protocol.

o Limited SNMP support. Simple Network Manage-
ment Protocol (SNMP)[9] has evolved into a stan-
dard mechanism for gathering monitoring infor-
mation from various types of devices in the net-
work. However, there is lack of updated standards
and Management Information Bases (MIBs) for the
newer multicast protocols. In cases of protocols like
MSDP, proper MIBs do not even exist. As a result,
SNMP has been only marginally effective for multi-
cast.

The factors mentioned above also attribute to the devi-
ation of multicast monitoring from that of unicast moni-
toring. In contrast to the multicast service model, in uni-
cast networks, data distribution takes place via a single
path from a sender to a receiver and each sender knows
about the hosts receiving data from it. Consequently, it
is hard to directly use unicast monitoring techniques for
multicast.

B. Goals of Monitoring

Effective monitoring is essential for gathering informa-
tion about and solving problems in the multicast infras-
tructure. Moreover, it is very important to monitor all
aspects of multicast including, deployment, usage, per-
formance and problems. The different characteristics of
multicast that need to be monitored can be grouped into
two basic categories: wusage characteristics and routing
characteristics. Following is a description of monitoring
these two types of characteristics.

Usage Monitoring. Usage monitoring can be further
classified into the following two categories:

o Session Monitoring. Session monitoring aims to
monitor the session characteristics like: availability
of sessions, reachability of sessions, session densities
and membership join patterns. Analysis of results
from session monitoring play a key role in estimat-
ing availability of multicast content. In addition, by
analyzing the global reachability of sessions it is also
possible to monitor the robustness of data delivery
over multicast.

e Participant Monitoring. Participant monitoring in-
volves monitoring characteristics of senders as well
as receivers. Results from participant monitoring
can be used to analyze the characteristics of data
flows from senders and discovering topological and
geographical characteristics of receivers.

Route Monitoring. The main aim behind route moni-
toring is to provide a snapshot of performance and usage
of multicast routing protocols. Route monitoring involves
processing routing state information available from the
routers and examining characteristics of the actual net-
work paths that the packets take. Processing routing
state results in statistics like the number of reachable
multicast networks, frequency of changes in the routing
table, route lifetimes and individual route stability char-
acteristics. In addition, paths in the network can be mon-
itored to obtain results about losses in intermediate links,
location of bottleneck links and traffic flow. Results from
route monitoring provide key information needed for an-
alyzing and troubleshooting multicast routing problems.

C. Characteristics of Existing Tools

Characteristics of a monitoring tool depend on where it
is collecting data from, application-layer or network-layer.
The type of data that a monitoring tool uses largely de-
cides the kind of results that can be produced and the
quality of these results. While application layer data re-



lies on information that is collected from end-user ap-
plications, network layer data relies on information col-
lected from network layer protocols like DVMRP, MBGP
and PIM. Next, we describe the two types of monitor-
ing data, discuss their merits and limitations and present
some of the existing multicast monitoring tools that use
them.

Application Layer Data. Monitoring data can be col-
lected at the application layer by observing data and con-
trol traffic generated by multicast applications. Results
from application layer monitoring give a snapshot of the
status of multicast from the point of view of the end-user.
The results available at the application layer are more
suitable for analyzing the characteristics of sessions, par-
ticipant hosts and data streams. Currently there are two
main application layer protocols that are being used to
gather monitoring information: the Realtime Transport
Protocol (RTP)[8] and the Session Announcement Pro-
tocol (SAP)[10]. Use of these protocols for monitoring
purposes is further described below:

e Using RTP data for monitoring. RTP and its control
protocol, the Realtime Transport Control Protocol
(RTCP), are used for the realtime delivery of data
streams like audio and video. Packets from RTP and
RTCP contain usage and quality information as ob-
served by each participant. This information is sent
to all group members. These statistics form the ba-
sis for monitoring results. Some of the tools that fall
in this category include mlisten[11] for monitoring
multicast group membership and rtpmon[12] for col-
lecting data about realtime loss and jitter statistics.

o Using SAP data for monitoring. SAP is a com-
mon mechanism for advertising current and future
multicast sessions across the multicast infrastruc-
ture. SAP announcements can be used as a basis
for measuring reachability between sources and re-
ceivers. Sdr-monitor[13] is a tool that uses SAP
packets corresponding to these announcements to
monitor reachability.

One of the biggest drawbacks of application layer mon-
itoring is that the successful reception of control and data
packets relies on the end-to-end operation of multicast.
When multicast is not operating correctly, there is no
feedback. Another problem is that application layer data
gives little or no information about what is happening at
the network layer. When the goal of a monitoring tool is
to understand multicast protocol performance, applica-
tion layer data tends to be of little value. Some concerns
also exist regarding the quality of RTCP data itself. One
of the most serious concerns is that not all the multicast
applications adhere to the RTCP standard and, hence,
RTCP data is not transmitted by all of the session par-
ticipants. In addition, the RTCP scalability mechanism
increases the interval between packet transmissions as the
number of participants increase. This, in turn, decreases
the temporal granularity and accuracy of results.

Network Layer Data. State information maintained
by multicast routers and the protocol messages that they
generate form the core of network layer monitoring data.

Results from network layer monitoring depict the network
state from the perspective of the collection point(s). The
information available at the network layer can be used
for usage monitoring as well as route monitoring. Data
available at the network layer can be classified into two
categories, routing tables and forwarding tables. Routing
tables are usually byproducts of the operation of routing
protocols like DVMRP and MBGP. They provide infor-
mation about the routes in the multicast networks. On
the other hand, forwarding tables provide information for
all the participant-group pairs for which the router has
state. These tables are maintained by routers as a result
of routing protocols like PIM and DVMRP. In addition
to routing, these protocols are responsible for creation
and management of data distribution trees. The process
of data collection at the network layer involves recording
state at various points in the multicast network. Follow-
ing are three mechanisms that existing monitoring tools
employ for collecting data at the network layer:

o Using Special Implementation in the Routers. Some
monitoring tools need special mechanisms to be de-
ployed in routers. Mirace[14] and mrinfo[5] are two
such tools. Mtrace uses forwarding state from in-
termediate routers to provide a path trace tool and
hop-by-hop packet flow statistics. Mrinfo collects
routing information about a router’s multicast capa-
ble interfaces. Additionally, there are a set of tools
that are built on top of mtrace and mrinfo. For ex-
ample, tools like mhealth[15] and mantaray[16] pro-
vide useful front-ends for mtrace. Similarly, mwatch
recursively calls mrinfo and aims to find all the mul-
ticast routers across all the multicast networks.

o Snooping of data packets. This involves capturing
data packets on individual links in the network.
Route Monitor is a tool that snoops DVMRP route
updates issued by a local multicast router[17]. This
data is used to collect data for monitoring the stabil-
ity of DVMRP. Another tool, MultiMON][18] collects
RTCP data at the location of multimon server. Re-
sults obtained from the collected RTCP statistics are
then available via a remote display. This tool is used
to monitor multicast traffic on the local network seg-
ments.

o Reading router tables. This involves capturing in-
ternal state information maintained by multicast
routers. Here, data collection can be accomplished
either by logging onto routers and capturing the ta-
bles directly or by using mechanisms like SNMP.
Data is captured from state information cached by
the routers, and it is presented to the user. De-
pending on monitoring requirements, only selective
information can be captured. However, accuracy
of the information and its temporal validity is lim-
ited to that of the accuracy and refresh rate of the
routers cache respectively. Merit Networks has de-
veloped a suite of tools that rely on state informa-
tion maintained by routers for gathering monitor-
ing data[19]. This suite includes tools like mstat,
mrtree, and muview. These tools use SNMP to col-
lect all manner of data from routers. Mstat queries
SNMP-enabled router for information about various
routing tables and packet statistics. Mrtree performs



cascaded SNMP queries on routers to discover a par-
ticular multicast session’s distribution tree. Finally,
muiew is a GUI front-end to mstat and mrtree as well
as to other diagnostic utilities such as mtrace.

Because routing information and details of the network
topology are available only at the network layer, network
layer data is more suitable for debugging and isolating
network problems. In addition, forwarding state is main-
tained in the network for all sessions and participants.
This information can be used to monitor participants
even if they are not using RTCP. Furthermore, state will
be maintained for sessions even if they are not advertised
via SAP. However, there are several limitations of net-
work layer monitoring. The most prominent of these is
the difficulty of collecting network layer data. Collect-
ing state information directly from the routers usually
requires special privileges. A password is needed on a
router if the data is to be collected by logging into it, or
a valid community string is required for accessing router
state via SNMP. Another factor that limits the use of
SNMP for data collection is the lack of updated standards
for the newer multicast protocols. This makes SNMP un-
suitable for monitoring newer routing protocols. This is
one of the main reasons that we do not use SNMP for
data collection in Mantra.

III. DESIGN OF MANTRA

The design of Mantra is based on five major modules
each of which is responsible for performing a major task
in Mantra’s monitoring cycle. Figure 1 displays these
modules and the flow of data in Mantra. In the remainder
of the section, we discuss the design and development of
Mantra by describing each of these modules.

Data Collector. With the help of this module, Mantra
collects data from multicast routers and pre-processes the
collected data. Acquiring data from a router involves,
logging on to the router, reading its internal memory ta-
bles and transferring these tables to the local system.
Mantra achieves this with the help of a set of expect
scripts, which it launches at frequent intervals to col-
lect the latest monitoring data from the router. Pre-
processing, on the other hand, involves removing un-
wanted information, excess white-spaces and delimiters
from the collected table.

Router-Table Processor. In this step, collected data
is converted to Mantra’s local data format. We have de-
signed a set of tables that provide a standard framework
for storing the monitoring information we collect. Thus,
the main task of the router-table processor is to map each
of the pre-processed data sets to the corresponding local
table(s). There are four kinds of tables that define the
internal data format for Mantra:

o Pair Table: Entries for source-group pairs, called
(S,G)s, lists all the session-participant tuples. Other
information available in these tables include the cur-
rent and the average bandwidth used by each entry.

o Participant Table: Information about hosts partici-
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Fig. 1. Mantra modules and information flow.

pating in a session including the host name (if avail-
able), number of groups it is participating in and the
time period for which Mantra has had state for it.

o Session Table: Information about the multicast ses-
sions including the group’s name (if available), its
density, packets received, packets sent, and the pro-
tocol that first advertised it.

o Route Table: Information about the current set of
live routes including, next hop, uptime for the route
and the metric associated with it.

Data Logger. The data logger stores processed data
for detailed off-line analysis and long-term trend analy-
sis. While our main goal is to be able to store as many
data elements as possible, issues related to conservation
of storage space are also a major concern. Therefore, we
have developed some techniques to conserve space with-
out losing any information. These techniques include:

o Storing Only Deltas. Instead of storing the entire
data table, we only store the changes that have
occurred since the last measurement. For tables
containing infrequently changing data (for example,
route table data), this is a very effective way of con-
serving storage space.

o Avoiding Redundancy. Some of Mantra’s tables can
be constructed with the help of information from
other tables. For example, the pair table can be
constructed with the help of the source table and
the group table. In such cases Mantra only stores
the constituent tables.

Data Processor. The data processor is a collection of
modules that take as input tables represented in Mantra’s
local data format, processes these tables and generates
final results. The results that are generated show the
most recent snapshot of multicast state. Results from
the data processor can be classified into two categories.



The first contains raw statistical results represented as
x-y coordinate data, which is used to plot charts. The
other category comprises multi-column text tables con-
taining summary results. The information contained in
summary tables ranges from description of the busiest
multicast sessions to the raw count of networks available
via DVMRP.

Output Interface. Results from Mantra are available
via the web using interactive Java applets. These ap-
plets provide two kinds of output interfaces: interactive
tables and interactive graphs. Fach of these interfaces is
describe in further detail below.

o Interactive Tables. This is the interface for present-
ing summary-tables, which Mantra generates at the
end of each monitoring cycle. The top snapshot in
Figure 2 shows this interface. This interface provides
functions that perform several useful operations on
the tables. Some of the functionality available thor-
ough this interface include searching and sorting; al-
gebraic manipulation of numeric columns; and sev-
eral date and time conversion operations.

o Interface for Displaying Graphs. Mantra uses this
interface to display results in the form of two-
dimensional line graphs. The bottom snapshot in
Figure 2 displays this interface. This interface pro-
vides functions to interactively tailor the graph dis-
play. Two of the most important of these features
include: (1) ability to overlay multiple graphs and
(2) the ability to manipulate graph axes and scale.
The former allows users to plot multiple graphs on
the same display. This function is useful for analyz-
ing the relationship among different variables. The
scaling feature allows users to zoom in and out of the
graph by specifying new X-axis and Y-axis ranges
either by entering new values in the text-box or by
selecting the area using click-and-drag mouse opera-
tion.

IV. RESULTS FROM MANTRA

The results from Mantra can be used for analyzing mul-
ticast usage as well as routing state. We have been using
Mantra to collect data from different points in the net-
work for over two years now. Thus, the data archives
from Mantra are also suitable for long term analysis and
for gaining useful insight into the developments in multi-
cast, especially those associated with the shift of infras-
tructure from a DVMRP tunnel-based topology to native
multicast. In the remainder of the section we describe
the characteristics of the data we have been collecting.
In addition, we present some of the results and relevant
analysis.

A. Characteristics of Data

Mantra primarily collects two types of data sets from
multicast routers, DVMRP route tables and multicast
forwarding tables. Mantra uses route tables to monitor
the deployment of DVMRP and reachability of DVMRP-
networks. In addition, Mantra uses information available

in the forwarding tables to obtain results pertaining to
session and host characteristics, session-membership pat-
terns and bandwidth used by the multicast traffic through
the router.

Results that we present in this paper are based on data
sets collected from two routers. The first is a UCSB
router running mrouted and the other is a major multi-
cast exchange point, FIXW. Data from the UCSB router
gives a snapshot of the state of multicast from the point
of view of the campus network. In contrast, data from
FIXW gives a snapshot that is more representative of the
multicast infrastructure. This is the case because FIXW
is an exchange point and the information available at it
is an aggregation of traffic from different networks.

An added advantage of FIXW is the utility of it’s data
in depicting the transition of the multicast infrastruc-
ture towards native multicast. In the early stages of
multicast deployment, DVMRP tunnels constituted most
of the multicast infrastructure. In this infrastructure,
FIXW was a central peering location and it acted as
a core MBone router. However, as deployment of na-
tive multicast increased, the role of FIXW transitioned
into being a border router for the DVMRP networks.
It currently acts as an interface between DVMRP-based
multicast networks and the domains with native multi-
cast. Therefore, the history of FIXW represents a major
change in the infrastructure. Mantra data for this period
is very useful for analyzing and tracking changes in in-
frastructure. Even though we have been collecting data
using Mantra since November of 1998, the results that
we present in this paper are based on the data collected
in the first 6 months. The main reason behind this is to
show the changes in the level of activity at FIXW that
occurred during the infrastructure transition period.

B. Usage Monitoring by Mantra

In this section, we present results specific to ses-
sion monitoring and participant monitoring—the two sub-
categories of usage monitoring. We also analyze the ef-
fects of the transition on these results. The results are
based on the data collected from FIXW between Novem-
ber of 1998 and April of 1999. This is followed by a
general analysis of results from session monitoring and
participant monitoring.

Classification of Sessions and Participants. One
of the important aspects of usage monitoring is to iden-
tify those sessions and participants that have consistent
content/data associated with them. To this end we use
bandwidth usage as a metric to classify sessions and par-
ticipants. We classify participants into two categories
senders and passive-participants. Similarly sessions are
classified as either active-sessions or inactive-sessions.
Participants are classified on the basis of the kind of data
they are sending to their corresponding sessions, all the
participants that are sending content-data are termed
as senders and others fall in the category of passive-
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participants. On the other hand, classification of a ses-
sion depends on the constitution of its participant popula-
tion. While active-sessions are the sessions with at least
one participant that is a sender, all the participants of
inactive-sessions are passive-participants. As there is no
straightforward way to categorize participants, Mantra
uses bandwidth used by a participant as a metric to dis-
tinguish senders from passive-participants. Any partici-
pant host that is sending data at a rate greater than the
threshold of 4kbps is identified as a sender. Our deci-
sion to choose a threshold of 4 kbps is primarily based
on two reasons: (1) bandwidth used by control traffic
rarely exceeds this rate; and (2) content data usually uses
bandwidth at a rate greater than 4 kbps. Most of the par-
ticipant hosts send control traffic to a session (example:
RTCP traffic) as feedback to the data they are receiving.

Characteristics from Sessions and Participants.
Graphs in Figure 3 show session and participant monitor-
ing results from Mantra. While the top two plots show
the change in the number of sessions and participants
over time, the bottom ones plot change in the number
of active-sessions and senders over time. The following
observations can be made: (1) number of sessions is low;
i.e. the number of sessions and active sessions available
at any time is very small; (2) participation is scanty; i.e.
the number of participants and active participants is very
low; and (3)variations are high: i.e. the availability of ses-
sions and the number of participants vary significantly.
Some inferences that can be made about the usage of
multicast on the basis of these observations include the
following:

o Ezperimental Usage. The high frequency of varia-
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tions implies that there is a large number of sessions
that are short lived. One of the main factors that
can be attributed to this behavior is experimental
usage. This behavior was still very common in early
1999. An often observed scenario consists of a single
host initiating several sessions simultaneously. This
conclusion is based on results from a detailed off-line
analysis which shows that at any point of time when
the number of sessions is more than 500, more than
85% of sessions have only a single member.

o Sessions Without Data. A wide gap between the
graphs for number of sessions and that of active-
sessions shows that most of the sessions present at
any time have either had no data streams associated
with them or the data streams were using very lit-
tle bandwidth. Several reasons can be attributed to
such an observation: the presence of experimental
sessions without contents, routing problems causing
loss of data within the network, and/or the lack of
data flow through the router because of absence of
downstream participants.

o Diverse Session Densities. Figure 3 plots the change
in average density of sessions over time. A detailed
off line analysis shows that the densities vary sig-
nificantly across sessions. At any given instance, on
average, more than 65% of sessions do not have more
than two participants. In contrast, in several data
sets, total participants in less than 6% of sessions
account for about 80% of participants. Another in-
teresting point is the correlation of density results
with those for the number of sessions and partic-
ipants. Comparison of results presented in Figure
4 with those presented in Figure 3 show that, each
spike in number of sessions corresponds to a dip in
average density. In contrast, each spike in number of
participants causes the average density to increase



@ 3500 | £ 3500
2 3000 | 8 3000
@ 2500 . S 2500
W 2000 | E 2000
5 1500 | 2 {500 - ; |
£ 1000 I | 5 100 i
£ 500 ]h:m ; - g 500 d
E |:| *"m-;m,.pdi--'--L.l.-._,,.,_,J I---- —! -E |:| ; """"'FHI H—‘I'T‘LHH—F'W
=1
1120098 1202698 201/99  20/99  414/90) | = 11/20008 12026/98 21193 W09 4/14/99
B0 w G0
E 50 { £ 50
< gam 2 40 -
E EED e s 30 | i |
éﬁzn : g 120
5 10 . H £ 10 . H
z I:I T T IL E I:I T T Il !
1120098 12026/88 211093 3/9/89 414799 1120098 12026008 211/93 3909 4/14/99

Fig. 3. Session and Participant Statistics (Total Counts): Sessions(top-left); Participants(top-right); Active Sessions(bottom-left);

and Senders (bottom-right)

significantly. There are two reasons that might be
causing this phenomenon. First, spikes in the num-
ber of sessions represent short-lived sessions and be-
fore any participant can join them they cease to ex-
ist. Second reason is that when there is a surge of
new participants, participants tend to join already
present, groups. This might very well be the case, as
some sessions are more popular and well advertised
than others. Delivery of IETF meetings is a good
example. In fact, the peak in early December seen
in Figure 4 corresponds to the 43rd IETF meeting
in Orlando, Florida and falls in line with our conclu-
sions.
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Fig. 4. Session Densities.

e Low Bandwidth Usage. The left plot in the Figure 5
shows the amount of bandwidth for all multicast traf-
fic that passed through FIXW. In general the band-
width used by multicast traffic is very small. Ex-
cept for some peak periods, the average bandwidth
requirements remain around 4 Mbps. However, a

standard deviation of about 2.2 Mbps over a median
2.9 Mbps indicate that variations in this rate are
very high. This can, in turn, be attributed to the
presence of short-lived high bandwidth data streams.
The bandwidth usage results also depict the amount
of bandwidth saved by the use of multicast. The
Right plot in Figure 5 shows the amount of band-
width saved. In order to obtain results shown in this
graph, we find out the density of an active session
and bandwidth being used by its senders. Assum-
ing that every unicast path from senders to all the
receivers would pass through the router, then the
density multiplied by the rate of the stream gives
an estimate of the bandwidth that would have been
used if unicast were used for content distribution.

Effect of Transition. Results from both session moni-
toring as well as participant monitoring show the promi-
nent effects of the multicast topology transition. After
the transition, while the total number of participants
dropped considerably, availability of sessions at the router
stabilized. However, the number active sessions and num-
ber of senders remained almost the same. One of the
reasons for this can be attributed to the increased use
of sparse mode multicast routing. Sparse mode protocols
enabled FIXW to start filtering out entries corresponding
to sessions for which there were no downstream partici-
pants. In addition, this eliminated all the sessions with
single participants who were not downstream of FIXW.
The contrast between changes in the number total par-
ticipants and the number of senders is evident with the
help of the right plot in Figure 6. This plot shows the ra-
tio of the number of senders and total participants. This
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ratio clearly starts to increase after the transition. The
plot on the left in Figure 6 plots the ratio between the
number of active sessions and total sessions. The trend
in this plot confirms that while the ratio increases only
marginally after the transition, variations decrease con-
siderably. This confirms our conclusion that after the
transition availability of sessions at FIXW had stabilized
considerably.

C. Route Monitoring by Mantra

Route monitoring in Mantra consists of monitoring the
characteristics of DVMRP route tables. Plots in Figure
7 show the change in the number of routes as seen at the
UCSB router and at FIXW. Following are the three im-
portant inferences that can be derived from these results:

o Unstable Routes. The number of routes as seen at
either of the routers, varies significantly over time.
As each route in the DVMRP table represents net-
work that are reachable via multicast, variation in
the number of routes implies that the reachability
of these networks varies significantly and multicast
routing is unstable.

o Inconsistent State. Ideally every DVMRP router
should have similar DVMRP tables and should be
able to reach the same DVMRP networks. How-
ever, comparing DVMRP route tables from UCSB
router and FIXW shows that this is not the case
and the routing state that they have are inconsistent.
Some of the factors that could cause this inconsis-
tency include, loss of route updates messages, incon-

sistent route aggregation and problems with route
exchanges due to incompatibility among routers.

o Effect of Transition. The effects of the transition
in multicast infrastructure are obvious in the results
from route monitoring. Unlike the transition of mul-
ticast towards sparse-mode protocols, transition to-
wards removing existing DVMRP did not gain mo-
mentum until the end of 1999. Figure 8 plots the
number DVMRP networks as seen at FIXW in the
last two years. The results show that use of DVMRP
has declined and seems to be almost nonexistent to-
day.

Route monitoring results from Mantra can also be very
helpful in debugging routing problems. While a more
detailed analysis can aid in debugging, it is also possible
to easily detect the routing problems. Figure 9 shows one
such problem. This figure plots a snapshot of the number
of DVMRP routes seen at the UCSB router on October
14th, 1998. As seen in the graph, there was a sharp
increase in the number of routes at around 1400 hours.
A detailed off-line analysis shows that this was caused
because of unicast route injection into the DVMRP route
tables[20].

V. CONCLUSIONS

In this paper we have argued that there is a lack of
monitoring tools for monitoring multicast at the network
layer. This argument depends on first identifying mul-
ticast monitoring requirements in the current infrastruc-
ture and recognizing that different types of data sources
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exist. We have focused on using the two categories: net-
work layer and application layer statistics. We believe
that significant work exists in investigating and then de-
veloping new types of monitoring tools. To this end we
have designed and prototyped Mantra, a tool to collect
state from multicast routers. Mantra is portable and pro-
vides the functions of data collection, processing, basic
analysis, data logging, and real-time online presentation.

Mantra is currently being used to monitor FIXW, a
major multicast exchange point. FIXW acts as a core
router for the MBone. Results based on its data give a
fare estimate of the global state, but only when the multi-
cast infrastructure was primarily comprised of DVMRP-
tunnels. Results from Mantra show that the number of
multicast sessions and participant hosts has been very
low. The small number of sessions that have participants

sourcing actual data traffic shows that the usage of mul-
ticast is far from what is expected from a production-
level service. Experimental usage of multicast is still very
common and a high frequency of variations in the avail-
ability of sessions indicate that multicast routing is un-
stable. Results pertaining to DVMRP monitoring based
on data from FIXW affirm the second conclusion because
route availability has been observed to change frequently.
Through comparison with DVMRP monitoring results
collected from a UCSB router, we have seen that route
availability varies between domains.

A final observation is that there has been a signifi-
cant drop in the numbers of inactive sessions and pas-
sive participants. This is a strong evidence of the transi-
tion of the multicast infrastructure towards native sparse-
mode. However, these results also indicate that in the
sparse mode scenario, irrespective of a routers topologi-
cal location, it is becoming difficult to track global usage
statistics. It has become extremely important to gener-
ate global results by collecting data at multiple points.
Results should then be based on aggregate views. Con-
sidering the importance of this issue, works is in progress
to enhance Mantra such that it can not only collect data
from multiple routers concurrently, but also aggregate
different data sets and generate combined results in real-
time.
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