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Abstract— The successful deployment of multicast in the In- and/or delay as seen from receiver sites to infer the logical tre
ternet requ_ires thg availabi_lity of good netwo_rk management so- topology [7], [8]. Alogical tree is an abbreviation of a multi-
lutions. Discovering multicast tree topologies is an important cast tree that includes only the root, branching, and leaf router
component of this task. Network managers can use topology in- on the multicast tree. From the point-of-view of network man-
formation to momFo_r and debug potential multicast forwarding agement and debugging multicast forwarding problems, thi
problems. In addition, the collected topology has several other approach is only of limited value. First, it can only return
uses, for example, in reliable multicast transport protocols, in : ’

the logical tree topology rather than the actual tree topology

multicast congestion control protocols, and in discovering net- S d.i : I ) . inth |
work characteristics. In this paper, we present a mechanism for econd, it requires all receivers to participate in the topolog)

discovering multicast tree topologies using forwarding state in inference operation.
the network. We call our approach tracetree First, we present In the second approach, topology information is collected
the basic operation oftracetree Then, we explore various is- directly from routers in the network. This can be done in
sues related to its functionality (e.g., scalability, security, etc.). two different ways: (1) using Management Information Base
Next, we provideadetailed evaluation by Comparingracetreeto (M|B) information, and (2) using Routing Information Base
the currently available alternatives. Finally, we discuss a num- (RIB) information in the routers. In the first method, using the
be_r gf deployment issues. We_ believe t_hatracgtreeproyides an Simple Network Management Protocol (SNMP) [9], routers
efficient and scalable mechanism for discovering multicast ree ., o queried to return group-specific information from their
topologies and therefore fills an important void in the area of MIB tables. This information can then be used to build a rep-
multicast network management. h
) , ) resentation of the tree topology. In the second method, pack
Stafsyxzﬁf; mg::tc(f:;g tﬁzntgggrlggr{tdlscovery, forwarding ets used to discover the tree topology are forwarded by th
’ ’ ' ' routers based on their RIB table information. This method
is divided into two parts based on the kind of information
|. INTRODUCTION used: (a) routing-based and (b) forwarding-based approache

With the deployment of native multicast in commercial netl multicast, routing information is used to create a multicast
works, multicast is getting closer to becoming a ubiquito€ between receiver sites and the source. During this proces
service in the Internet. Before multicast can be used a§@fh on-tree router creates and adds a new state entry into
revenue-generating service, its robust and flawless operaffaticast forwarding table This state contains the interface
needs to be established in the inter-domain [1]. This requitBdVhich the multicast data is expected to arrive and the inter
the availability of management tools to help network admifRC€(S) on which the multicast data is to be forwarded. There
istrators configure and maintain multicast functionality withifPre: using the RIB information in routers, the tree topology
and between multicast-enabled domains. can be discovered in two different directions:

Discovering multicast tree topologies is an important com-Receiver(s)-to-source directioMulticastrouting informa-
ponent of multicast network management [2]. Network mation is used to discover the tree topology. First, the multicasi
agers can use the topology information as the basis of grqagsh from each receiver to the source site is traced. Ther
monitoring, or can use it to identify potential multicast forthe collected information is used to build a tree [10], [11].
warding problems that may occur due to routing protocol linf-his approach requires knowing the identities of all sessior
itations, multicast network mis-configurations, or routing poteceivers.
icy decisions. In addition, topology information has severalSource-to-receiver(s) directiomulticastforwardinginfor-
other uses: reliable multicast transport protocols [3], multiRation is used to discover the tree topology. Topology discov-
cast congestion control protocols [4], and discovering netwaeky starts at the root of the tree and progresses toward the r
characteristics [5]. Finally, end users can use topology inf@eivers. On-tree routers forward control packets based on the
mation and traffic flow to monitor activity in a group, or, ifmulticast forwarding state. Therefore, this approach does nc
there is a problem, where to direct an inquiry [6]. require knowledge of session receivers.

There are two main approaches to discovering multicast treeCurrently, there are mechanisms (ergtrace[11] support
topologies: (1) inference-based approaches and (2) netwarkrouters) and proposed tools (e gHealth[10]) to discover
probing approaches. An inference-based approach uses tagRicast tree topologies in the receiver(s)-to-source direction
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ogy discovery in this direction is not only viable but also mora resultmmon(or any other SNMP-based topology discovery
effective, efficient, and scalable when compared to existitmpl) is effective at discovering multicast (sub)tree topologies
alternatives. In this paper we present our topology discovemthin a domain only.
approach as a stand alone mechanism and compare it to exidtiHealth, the Multicast Health Monitor, is amtracebased
ing approaches such astraceand SNMP-based approachesnulticast monitoring tool [10]. It works in the receiver(s)-to-
However, the main focus of this paper is not necessarily to d@urce direction and usestraceand the Realtime Transport
fine a protocol specification for standardization purposes, i@dntrol Protocol (RTCP) [14Mtrace[11] is a multicast ver-
to present the feasibility and advantages of our approach.slon of thetracerouteutility. It is used to discover the multi-
addition, in order to clearly present the advantages and diast path between a given receiver and a source in a multica
advantages of our approach, we introduce it independentgedup. The trace starts at the receiver site and works in the re
the current existing management frameworks, namely SNMFRrse direction toward the source siMtrace has two modes
based network management frameworks. However, the mesheperation: (1)plain mtraceand (2)hop-by-hop mtraceln
anisms presented in this paper can be included in a netwplkin mtrace each router appends its response block to the re
management platform, such as HP OpenView [12], and apiest packet and forwards it to the upstream router. When th
exist with SNMP. In summary, we see our work as a feasibikequest packet reaches the first hop router at the source sit
ity study and leave the development of the actual protocol{stontains the complete path information. plain mtraceis
(either a stand alone protocol or an extension to the SNM#fbt successful, hop-by-hop mode is usedp-by-hop mtrace
based management framework) to the Internet Engineeriagrks similarly totraceroute Requests start with a TTL of
Task Force (IETF). one and is incremented after successfully receiving a respon:

In this paper, we explore the possibilities of using forwardrom the routers. One requirement of theracebased ap-
ing state to discover multicast tree topologies. We call our ggroaches is to know the identities of each and every receiver i
proachiracetree Compared to thexisting mtracand SNMP- a multicast groupMHealthuses RTCP reports to collect this
based techniquesacetreeprovides a more efficient and scalinformation. RTCP is defined as part of the Realtime Trans-
able mechanism to collect multicast tree topologies in the nport Protocol (RTP). RTCP specifies periodic transmission of
work. We present the basic idea behiracetreeand discuss control packets by all group members to all other group mem:
a number of important issues related to its functionality. In alders.
dition, we provide a detailed evaluation of hhacetreemech-  An advantage oMHealth over the SNMP-based tools is
anism. Finally we discuss a number of deployment issues fhat it is a user-level tool and it can work on an inter-domain
tracetreein the Internet. scale. On the other hant{Health depends on RTCP data

The remainder of the paper is organized as follows. Thich is unreliable (i.e. one may not learn a complete sef
next section is on related work. Section Ill presents the basitreceivers in a multicast group). In addition, emerging
operation oftracetree Section IV discusses issues related tmulticast routing protocols, e.g., Source Specific Multicast
tracetreebased topology discovery. Section V and VI addre$SSM) [15], break the RTCP mechanism by allowing only the
scalability and efficiency concerns fomcetree Section VIl  session source to transmit data to the group multicast addres
includes our evaluation dfacetree Section VIII addresses Finally, MHealthcan only be used to discover tree topologies
a number of deployment issues and the paper is concludewvhere the application layer transport mechanism uses RTP.
Section IX.

[1l. TracetreeFUNCTIONALITY

Il. RELATED WORK : . : .
In this section, we give an overview of th@acetreebased

In order to evaluatéracetreg it is important to understandtopology discovery mechanism. Our general approach is te
how related techniques operate. Therefore, in this section, discover tree topologies in the source-to-receiver(s) direction
study the currently available techniques for topology discoVhis approach uses the forwarding state information in the
ery. There are a number of existing multicast managementiters to discover multicast tree topology.g#erier that is
tools that collect multicast tree topologies for monitoring puinterested in discovering the tree topology sendsaeetree
poses. These tools can be grouped into SNMP-based toolsquety message to the root router and then expects to receiv
mtracebased tools. In this section, we briefly descnibeon tracetree responseésom the on-tree routers. On receiving the
andMHealthas example tools in these groups respectively.query message, the root router first creates a response me

Mmonis an SNMP-based software tool developed at Hiage and sends it to the querier via unicast. Then, the route
Labs [13]. It was developed primarily for managers of IBreates dracetree requegbacket and forwards it on the mul-
multicast networks.Mmonuses a network map and a numticast tree. In the example in Figure 1, a third party querier,
ber of multicast related MIB tables to discover a multicag}, is interested in discovering the multicast tree topology for
tree’s topology. In practice, SNMP-based MIB informatiogroup (S, G). @ sends dracetree querynessage to the first
in routers is accessible only by Network Operation CentRBop router,A, at the session source site On receiving this
(NOC) personnel within an administrative domain. Thereforguery messagej changes it to &racetree requegtacket and
mmonis well-suited for use by NOC personnel within a doforwards it to its down stream neighbors on the multicast tree
main. However, it is not accessible by ordinary end users(imuters B and C)Tracetreerequests include tacetree pro-
the domain and it is also not effective in the inter-domain. Aecol header The root router A uses its own IP address as the
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Session source S the multicast routing protocol in use. In addition, request for-
warding can use acknowledgements for reliability.

In the multicast forwarding approach, the request packet:
are addressed to the multicast group address. In order t
distinguishtracetreerequests from regular data packets, the
routers set the IP Router Alert option [16] in ttracetreere-
quest packets. This option forces routers to pull the reques
packets from the forwarding fast path and examine them. Ir
addition, in the case of source specific tree discovery, router
spoof the IP address of the session source and use it as tl
Multicast tree for group (S, G) source IP address in the request packet. This enables requ
packets to successfully propagate on the source specific fo
warding tree. In the case of a shared tree discovery, this spoo
ing may not be necessary but would be useful to avoid creatin
request forwardeand the IP address of the querier Q as thaglditional forwarding state entries in the routers.
response destinatianto thetracetreeprotocol header. The main advantage of hop-by-hop forwarding is that it

Each on-tree router, upon receivingtmcetree request does not use the IP Router Alert option. In general, Routel
packet, sends its own response back to the querier. In thlert option processing is considered to be expensive as i
response, the router includes the address of the request ¢arises routers to closely examine packets that are not direct
warder router, the local interface address it received the @stined to themselves. On the other hand, the disadvantage
quest packet from, and the number and addresses of interfdbisgsapproach is that during the initial deploymentratetree
that it forwards the request packet on. If the scope of the ig@the network, a router that does not implementttiaeetree
quest packet expires, it reports this fact in the response as wlhctionality would not know how to handle the request pack-
In addition to sending its own response information back @s and would therefore drop them. This would essentially
the querier, the router replaces the request forwarder addfes the topology discovery at this router leaving the subtree
in the incoming request packet with its own IP address and fogyond it undiscovered. In the case of multicast forwarding of
wards the request packet down the tree as long as the scope@fiest packets, non-compliant routers would simply forwarc
the packet allows it to do so. During this process, the quertbe request packets without doing any processing on then
collects the incoming response messages to create a repregrwe discuss in Section IV-C, this would cause some per-
tation of the multicast tree topology. formance degradation in topology discovery but would enable

Finally, depending on the type of the multicast tree, the roé$ to continue the topology discovery beyond non-compliant
router may be either the first hop router at the session soui@@ters.
site (in the case of source specific trees) or it can be a RenA potential deployment scenario may use a hybrid approacl
dezvous Point (RP) router (in the case of shared trees). affollows. When forwarding the request packets on a point
addition, the querier can send its queries to any on-tree rodgepoint link, a router uses the hop-by-hop forwarding ap-

Fig. 1. Overview of topology collection.

to discover the sub-tree topology rooted at this router. proach with reliability. If the downstream neighbor does not
send an acknowledgement back, then the forwarding route
IV. TOPOLOGYDISCOVERY |SSUES sends another copy of the request packet using the multi

_ _ . _ _ cast forwarding approach. However, when forwarding reques
While the basic operation dfacetreeis straightforward, packets on a shared link, routers send two copies of the re
there are a number of additional issues that need to be congigksts; one using the hop-by-hop approach, and the other u

ered. We discuss these issues below. ing the multicast forwarding approach. In this case, complian
_ routers will process the first and ignore the second, and nor
A. Forwarding Request Packets compliant routers will discard the first (the hop-by-hop one)

Tracetreerequest packets are forwarded based on existiﬁﬁd forward the second (the multicast one).

multicast data forwarding states. The actual forwarding can ge
done in two different ways: (1) hop-by-hop forwarding of re-"
guest packets, or (2) multicast forwarding of request packetsin tracetree a given query message may result in a large
In the hop-by-hop forwarding approach, each on-tree routermber ofsimultaneousesponses sent to the querier. If not
forwards the request packet to its downstream neighbors sinontrolled, these responses may cause an implosion proble
lar tomtracerequest forwarding discussed in the previous seat the querier. In order to control the number of responses
tion. That is, if the forwarding router knows the IP addresseg divide the topology discovery process into rounds and dis
of downstream neighbors on the tree, it senddrdeetreere- cover only a controlled portion of the multicast tree in each
guest packet to these addresses individually. However, ifdund. Therefore, within each round, we would like to con-
does not know the IP address of a downstream neighbor, drdfl the total number of responses sent to the querier by limit-
the outgoing interface is on a shared media, it sendsaite- ing the number of routers receivingracetreerequest packet.
treerequest to a link-local multicast group address defined @ne way to control the scope of IP packets is to use standar

Scalability



4 IEEE/ACM TRANSACTIONS ON NETWORKING

TTL-based scoping. The semantics of standard TTL-based he first compliant router after the non-compliant router(s)
scoping is that the given TTL value indicates the maximuases amverage Branching FactofABF) to re-compute the
number of hops that an IP packet can propagate on the muR-TTL value,TT L;p, of the incoming request packet. The
cast tree. Accordingly, the number of routers receiving a r&BF value is supplied by the querier in the initial query mes-
quest packet may change based on the shape of the multisage and is carried in thieacetreeheader in request packets.
tree within the given scope. For example, in the tree topologye assumption here is that, on the average, each router in tf
given in Figure 2-a, a TTL of 7 results in 14 responses whifeetwork has ABF outgoing interfaces on the multicast tree.
the same TTL value results in 32 responses for the topoldgy using ABF andl"T' L, routers can compute the modified
in Figure 2-b. This example shows that standard TTL-baspgle/P value as

scoping is not very helpful in accurately controlling the num-

ber of response messages. Instead, we need a scoping mech- TTL.., — ITTLy ) 2)
anism in which the TTL value indicates the maximum num- 7 (ABF)(TTLu-TTLip)

ber of routers that should receive a copy ofacetreerequest ager ypdating the TTL value of the incoming request packet,
packet. In our work, we propose a modification to the standgg,iers continue with the normahcetreerequest processing.

TTL-based scoping mechanism. According to awdified-  pegaring the computation of ABF value, the querier can
TTL-basedscoping mechanism, the scope of request packgls, its own statistics based on the branching characteristic
is controlled using the IP TTL field but routers use a diffetss ,e\iously discovered tree topologies. As a querier per-
ent computation to decrement the value. More specificalfy,giracetreequeries, it continuously updates its ABF statis-

routers use their outgoing degree (i.e. the number of outgolg 1yased on the branching characteristics of the collecte
on-tree interfaces) to compute the new TTL vallilé, Lncw,  yree topologies and uses this information in futtracetree

as requests. This will help the querier to dynamically update
the ABF value as the underlying multicast network topol-
TTLeurrent — 1 ' (1) ©gy changes in the Internet. In a recent study, Chalmers an
num_neighbors Almeroth report that the ABF for internal multicast routers is
approximately 1.42 [17]. A querier with no pdsicetreeex-
perience can use this value to start. Our evaluations in Sectio
VII-C show that ABF of 1.42 is quite effective in controlling

TTLpew = |

In this computationI'T Ley,rent 1S the TTL value of the
incomingtracetreerequest packet andum_neighbors is the
outgoing degree of the router on the multicast tree. Accordlpeqport implosion at the querier site.

to this computation, th&'T Leurrent Value limits the number Similar to the case with non-compliant routers, the exis-

of routers that should receive a copy of the request pacl%%hce of multi-access links between on-tree routers may caus

In th_e case of the first hop router, it may use elthe_r a pri?r'egularities in scope calculations. This is mainly because

configured default value oraum_response value that it re-

ceives from the querier as the initial value 67 L In routers may not know the number of on-tree routers shar
q current: .ing the same multi-access link with themselves. In this case

Figure 2-c, the given TTL value 7 results in 7 routers recezj}?uters can use the number-of-neighbors information that the

Ing a request pack_et. In Fh.'s case, the remaining _portlon of Bintain as part of the multicast routing protocol to compute
tree is discovered in additional rounds. The querier sends ﬁ\:v
t

. . eTTL;p value in thetracetreerequest packets.
query messages to appropriate on-tree routers to continue the

topology discovery. D. Security

Security is an important concern tracetree This is be-
causedracetreecould be used to launch third-party denial-of-

In this section we discuss the effect of non-compliaservice attacks. A malicious user could spoof the IP address c
routers on topology discovery. Non-compliant routers are théhird-party site and identify itself as a querier causing router
routers that do not suppdracetreefunctionality. Sincdrace- to send a potentially large number of responses to the victin
tree depends on routers to participate in topology discovesjte. In order to make launching this type of attack difficult, we
non-compliant routers may cause scalability problems in thee a three-way handshake fiacetreequeries. In this mech-
response collection process. That is, non-compliant routarssm, a router R applies a hash functiBi with a periodi-
use the standard TTL decrement mechanism when forwardaaly changing secret kelf on the IP address of the incoming
tracetreerequest packets. guery message to generate a stishd hen, R sends S back to

In order to detect the existence of non-compliant routetbg IP source of the query message. Later on, when R receive
we use a technique based on the duplication of the TTL vamé¢esponse from the querier with the correct string S, whick
in request packets. On forwarding a request packet, routiérsan verify by applyinng;(1 on S, it honors the request. If
copy the IP TTL value into a field["T'Ls, in the tracetree a router changes its key value while there are pending quer
protocol header. Upon receiving a request, routers comparessages to be verified, the router keeps the previous key (i
the values in the IP TTL and tHBT L, fields. The difference a few of them) to authenticate a reply message coming fron
between these two values gives the number of non-complitre querier. When the router receives a message with a strin
routers since the last compliant router on the pditacetree S that it cannot verify with the current key, it uses the previous
must now decide what should be done. key to verify it.

C. Existence of Non-compliant Routers
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e TThp=7 ——— = TTLp=7

TTLp=6 TTLp=3

TTLp=5 TTLp=1

TTLp=4

TTLp=3 Topology
discovery
is left to

TTLp=2 future rounds.

TTLp=1

(a) (b) ©
Standard TTL—based scoping Standard TTL-based scoping Modified—TTL-based scoping
TTL of 7 results in 14 responses TTL of 7 results in 32 responses TTL of 7 results in 7 responses (at most)

Fig. 2. Comparison of TTL-based scopings.

A second mechanism thértacetreeuses for protection is ~ Querier
to regulate the query/request processing rate at routers. That 4—_—_:
is, a router receiving a large number of queries/requests inan =
interval may ignore some or all of them. This mechanism both N
prevents the router from being overloaded with query/request )
messages and reduces the effect of potential attacks.

Another security issue fdracetreeis the possibility of in-
jecting fake request packets into the tree. We believe that such
an attack would be difficult to accomplish due to multicast for-
warding rules, specifically the Reverse Path Forwarding (RPF) Fig. 3. Loss of response messages.
rule [18].

ample, in Figure 3-a, the loss of the response message comit
from router B causes a gap in the tree topology collected a
Before sending aracetree query message, the queriethe querier site. In this case, the querier can send anaee-
needs to know the IP address of the first hop router. \Wee query to the appropriate on-tree router(s) (to router A in
assume that the querier obtains this information externajhe above example) to retrieve the missing information. Or
and uses it to initiate the topology collection process. Fgte other hand, when the response message of a leaf rout
a network administrator or a local querier, this informatiofleaf of a round or leaf of the tree) gets lost, as in Figure
should be easy to determine. Remote queriers can rug-b, this does not cause any gaps in the collected topolog)
group specifiantracetoward the session source and get this/hen router B sends its response, it reports the fact that it for
information. Considering the possibility that there may hgarded the request message on its outgoing interface on tt
multiple routers on the source’s LAN, after identifying aree. Therefore, the querier expects to receive a response fro
first hop router througmtrace the querier may use IGMPa router reporting that this router received the request packe
ASK_NEIGHBORS queries to learn the addresses of othesm router B. Due to the lack of such a response, the querie
first hop routers and may send additional queries to them. #kcides that this response was lost and therefore runs a ne
ternatively, the router could send tlracetreerequest on the round to collect this information by sending a new query to
LAN, and the request would be forwarded by all other firstouter B. In general, the querier may need to send several suc
hop routers. However, if the session source is connectedytery messages to a number of on-tree routers to collect th
multiple LAN segments, the above mechanism may not heissing information.
that helpful in learning the addresses of first hop routers on
different LAN segments. G. Effect of Topology Changes During Discovery

E. Finding the First Hop Router

Multicast forwarding trees are created and maintained in the
network dynamically. Changes in the underlying unicast net-

The loss of a request message results in the premature wondk topology necessarily change tree topologies in the net
of the discovery round. This typically requires the querier twork. These changes may in turn cause query or request me
run an additional round to trace the missing tree branch. Témges to arrive at routers that are no longer on the multicas
loss of a response message may have different implicatidre®. In the case of compliant routers, they can send a messa
depending on the location of the loss within a round. For elzack to the querier informing it of the situation. This way, the

F. Loss of Request or Response Messages
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guerier explicitly learns about the topology changes in the net-
work and re-rungracetreeto discover the new tree topology.

In the case of non-compliant routers, they can simply ignore
the message. Depending on the policy that the querier uses
for handling non-compliant routers, it may take longer for the
querier to learn/detect topology changes in the network.

V. IMPROVING TracetreeSCALABILITY

Tracetreedepends on each and every compliant on-tree
router to send its response back to the querier. Basic scala-
bility is provided by dividing topology discovery into rounds
and discovering a controlled portion of the tree in each round.
In addition to this mechanism, based on the characteristics of
multicast forwarding trees, we propose a new response col-
lection approach to further improve the scalabilitytafce-
tree We call this approachon-relay response collection (nr-
response)

In a recent related study, Chalmers and Almeroth report
that relay routers constitute more than 80% of the interme-
diate routers on a multicast tree [17]. Similar results have
been reported in an earlier study by Pansiot and Grad [19].
Based on these findingst-responseoperates as follows: on Fig. 4. A sample multicast tree topology.
receiving a request packet, eaekayrouter first creates its re-

sponse packet. Then, instead of sending this response directl dtob ved in thi df h Kol
to the querier, it appends it to the end of the request pac & ected to be received In this round from the network. In

and forwards it to its downstream neighbor. On receiving!a> S|It_uat|on, theTTLfﬁ’TTLItF) pairis useV(?”‘t]o detect non-l
request packet, eadiranchingrouter first creates its own re-cOMpliant routers on the multicast tree. €n a non-reia

sponse packet, then appends it to the end of the accumulé?éﬁer(;?ce'ves the rk()aqukest '?]aCkEt’ _'t usejjfﬁ%_’flf Varl]l_Je |
information. At this point, the collected response informatiglq S€nd Its response back to the querier and modifies this vall
r the request packets that it forwards on the tree. In addi

corresponds to the multicast path between this router and the

previous compliant branching router on the multicast tree. ign, in order to prevent pre-mature scope expiration (due tc

the next step, this router separates the accumulated respJ)'?ls-EzTL expiration in the network) each compliant router on

information from the request packet and sends it back to & multicast tree adjus®I'L;p andTT Ly, values accord-
querier. In the last step, it forwards a fresh request packefr(g 0 TT Ly value. . L

request packet having no response information appended) tBS @n €xample, consider the tree topology in Figure 4. Ac-
its downstream neighbors. In addition, if a router has only of8rding tonr-responsethe querier will receive responses only
out-going interface but this interface is on a shared LAN sefy@™m the root router (0), branching routers (nodes 6, 7, 13
ment and if this router has more than one multicast enabfet 27+ @nd 36) and leaf routers (nodes 1, 12, 17, 28, 29, 3
neighbor on this shared LAN segment, then the router consiy» 21d 41). Therefore, the querier will learn the exact sam
ers itself a branching router. In the casdeif routers, they topology information but will receive fewer responses (15 re-

will perform similar steps as the branching routers (except fPONSes instead of 42 in this particular example). Thus, base
the request forwarding step). on branching characterlstlc_s, we can reduce both the numb:
One final modification related wr-responsés on the scope of rounds and the overall discovery time.

calculation of the request packets. As we have mentioned pre-
viously, tracetreeuses a modified-TTL scoping mechanism

for scalability and uses the duplication of IP TTL values (in So far, we have presented a new approach for tree topol
theTT Ly, field) to detect non-compliant routers. In the origiegy discovery in the source-to-receiver(s) direction and dis-
naltracetreemechanism, at each compliant router on the treeissed a number of important issues that are critical to its ef
(whether it is a relay router or not), these values are cofective operation. One other issue that we need to address
puted/decremented according to Equation 1nhmesponse the efficiency of our mechanism. We define three efficiency
we require only the branching routers and the leaf routersrtetrics fortracetree (1) time to trace a tree, (2) number of

send responses back to the querier. Therefore, using thedihds to trace the tree, and (3) the number of responses r
TTL value alone is not very helpful for controlling the numturned in a round for a given initial TTL value. In this con-

ber of responses. For this reason, we propose a slightly défxt we are interested in finding tight bounds for these met-
ferent TTL scoping mechanism for controlling the scope oits. These bounds will then give us a means to evaluate th
request packets. That is, we use a new fiBIAL,,,. in the efficiency oftracetree In general, we would like to discover

tracetreeprotocol header to indicate the number of responsagjiven tree topology in the shortest possible time. This time

VI. EFFICIENCY CONSIDERATIONS
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usually depends on the number of rounds that it takes to dise multicast tree. In addition, we compdracetreeto other
cover the topology. In addition, the number of rounds deperalternatives in terms of topology discovery time and topology
on the number of responses collected in each round. Finafliscovery overhead. Most of our evaluation is based on sim
the number of responses collected in each round dependsilations. At the end of the section, we provide a discussior
the initial TTL value. Overall, all of these metrics depend gustifying the reasons for our evaluation approach. In the eval
the size, depth, and branching characteristics of the given toegions, when appropriate, we simulate the topology discoven
topology. techniques using the ns-2 network simulator [20]. We generat:
Tracetreeprovides a spectrum of choices for response cakalistic multicast tree topologies using two different data sets
lection. In general, during topology discovery, on-tree routetsllected from the Internet. We start the section by explaining
may not know the branching and depth characteristics of tinese data sets.
subtree below them. This makes it difficult for an arbitrary re-
sponse collection mechanism (i.e. for an arbitrary TTL scop- Data Set

ing procedure) to bound the number of responses. _Inour simulations, we use two sets of multicast tree topolo-
We now present an example response collection mechaniay The first set of trees are generated usinglk[17] with
that gives reasonably good bounds on the above mentioegistic multicast network topology maps. These maps wer:
efficiency metrics. According to this mechanism, the querigp)iected by tracing multicast paths between three differen
starts the topology discovery with an initial TTL value of on&qce sites and a large number of receiver IP addresses [1;
In this round, the querier learns the number of children that e sources were located at Georgia Tech (GaTech), UC
queried router has on the tree. In the next rounql, the qQUeRElnta Barbara (UCSB), and University of Oregon (UofO). The
uses a TTL value large enough to reach the children of thigeiver |p addresses have been known to have participated
router on the tree. At the end of this round, the querier gy icast groups at some point over the last 10 years [21]. Th
ceives responses from the routers on the second level (chilqigp ool provides an interface that is used to generate mul
of the first queried router). At this point, the querier sends pggs,s; tree topologies for a given number of receivers. The too
allel query messages to each of these routers with TTL valygjomly chooses a number of IP addresses as receivers a
large enough to reach their children only. We call these P@ien constructs a multicast tree. Sirteacetreeworks with
allel roundsphases Therefore, by running parallel queriesyternal routers and does not deal with receivers, we remow
the querier discovers the tree topology level by level until ¢ session receivers and use only the resulting tree topologi
reaches edge routers at the receiver sites. Consequently,in, - simulations. Usingnwalk we were able to generate
this mechanism, the number of responses in each round (8ffl;iticast trees with sizes up to 900 nodes.

crl]enqy me‘lt'tll'(l:_s a}bove) is bounded and this bound is equal (o second data set was collected by running unicast trace
the given TTL value. oute queries from our site at UT Dallas to a large number
In this topology discovery approach, the number of roundg e mote sites. We used the collected unicast path infor

is equal to the depth of the tredepthing,. BUtthis infor- o 4ion 1o create multicast tree topologies. Our preliminary

mation may not be known at the querier site initially. IN3n5)ysis on the degree, depth and branching characteristics

stead, we can approximate this value by the maximum p@lfise tree topologies showed close similarity to the previousl,
length in the networkdepthycrwork- ThiS gIVES US an UPPEr enarted multicast tree characteristics [17]. The main moti-
bound on the number of rounds (efficiency metric 2 abovgliion for generating the second data set has been to gene
needed for topology discovery. Finally, in terms of the t0polye reajistic multicast tree topologies with larger sizes. For
ogy discovery time, due to the parallelism used, this tiMfis \ve used network prefix information from BGP routing
is bounded bydepthinas * RTTinae Where RTTmax 1S the  apje entries and tried to randomly generate valid IP addresse
maximum round trip time between two systems in the ngfy, these network prefixes. Then, for each IP address, w
work. Since the querier does not knaptfina, for the  checred if the address is valid by using the unigasg tool.
tree, we can approximate it Wiheptunerworr- AS @ r€SUIL, Nayt \ve tried to run traceroute queries to collect the network
depthperwork * BT Tmas gives an upper bound for the treg, i, toward each address. We collected around 2,500 aliv
topology discovery time (efficiency metric 1 above). b aqdresses and only 1,222 of them had complete tracerou

This response collection mechanism works very similar fgormation (i.e. all the routers on the path returned ICMP
the SNMP-based topology discovery mechanism and thefgye EXCEEDED responses). We used the collected uni-
fore it may have similar efficiency behavior. However, as Wes; path information to form mothertree and generated a
will see in Section VII, when used withr-responsethis ap- nmper of multicast trees from this tree similar to thevalk
proach Qut-performs all of the alternative approaches in a”é’ﬁproach described above. Ideally, using this approach, w
the efficiency metrics. could have collected large tree topologies. However, due t
high memory requirements, we were not able to run simula
tions with tree topologies larger than 1,554 nodes.

In this section, we evaluatieacetree First, we study the For each tree topology, the querier is located at the root o
effect of several parameters on topology discovery. Theseiime multicast tree. In addition, we use BGP tables to map IF
clude multicast tree shape, the initial TTL valuetidcetree addresses to their corresponding AS numbers. Based on th
request packets, and the existence of non-compliant routermigpping, we divide the tree topologies into a backbone net

VII. EVALUATION
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work and edge networks and assign random link delays framlues (TTL values of 25, 50, 75, 100, 150, 200, 255). Fig-
0-5 ms interval to edge network links and random link delayse 5 shows the ratio of the number of returned responses to
from 5-20 ms interval to backbone network links. Figure diven initial TTL value ¢esponse-to-TTL ratjofor TTL val-

shows an example tree topology collectedhyalk ues of 25, 100, and 255 for both data sets. According to this
figure, as the initial TTL value decreases, the number of re:
B. Effect of Tree Shape on Topology Discovery turned responses approaches the initial value. Considering tt

B?Ft that multicast forwarding trees can be significantly unbal-
anced, these results support our arguments on using parall
@cetreequeries with smaller TTL values. The difference ob-
grved in two figures is due to the specific characteristics o
ﬁ e two data setsMwalk data depends on the current/recent

trieved from the routers in one round. However, due to t ticast backb {000l in the Int £ C dto th
shape of the multicast trees, the actual number of respon@1 Icast backbone topology In the Internet. L.ompared to the
rerall Internet topology, the existing multicast backbone is

received may be smaller. This is related to scope calcuy: I 4th ber of multicast nod ith cl .
tions performed at on-tree routers. Since on-tree routers; allerand the humber ol mutticast nodes With close proxim:

not know the topology of the multicast sub-tree below therﬂy to each o_ther Is greater. '_rhergfore, most of the |nd|V|d_uaI
selves, they optimistically divide the remaining number of elee topologies generated with this data set had few_ receivel
pected responses equally among their downstream neighb t were very (;Iose to the root (e.g., see node.1 In Figure
However, a branch of the sub-tree rooted at a router may have As we mentioned above, due to.the TTL assignment fo
fewer routers than the expected number of responses from I etreer_equest packets, such receivers affect the respons
branch. This situation contributes to the difference betwegn TL ratio. On the other hand, in the traceroute data set, th
the expected and the actual number of responses coIIectedI n adddresses were chosen from a much larger set and the nu

round. For example, in Figure 4, we have a sample tree top%‘?—r of receivers close to the source was much smaller. Thi

ogy with 42 routers. The number adjacent to each link Sho\%servatlon suggests that the response-to-TTL ratio is likely

the IP TTL values of théracetreerequest packets when the)}o improve as the multicast becomes a ubiquitous service il

arrive at these routers. For our topology discovery procedu c Internet.

these numbers also indicate the number of responses expe&tegff t of Non-C liant Rout Di
from the sub-tree below these links. According to this fig= ect ot Non-Lompliant Routers on Liscovery
ure, we see that theacetreerequest packets have TTL values Tracetreenon-compliant routers may affect topology dis-
larger than one when reaching the leaf routers 1, 12, and &dvery. As we discussed before, non-compliant routers use th
The topology discovery prematurely stops due to scope exgtiandard TTL decrement operation and this may interfere witt
ration at routers 21 and 36. Even though the initial TTL valule scoping mechanism used faacetreerequest packets. In
(100) is larger than the size of the multicast tree (42), the shabis part of our evaluation, we run simulations to observe the
of the tree and the lack of knowledge at individual routers preffect of non-compliant routers on the number of response:
vents us from discovering the tree topology in one round. collected in a round. In the simulations, we select a grouf
One approach to reduce the difference between the initdlrouters as non-compliant with probabilities 10%, 50%, and
TTL value and the number of returned responses is to use p&%. For this we use two different approaches. In the first ap
allel queries with smaller TTL values. The intuition here iproach, we randomly choose a number of routers as being not
that as we decrease the TTL value, the possibility ttzete- compliant. This approach simulates a case whexeetree
treerequest packets with large TTL values reach leaf routesabled routers are being incrementally deployed by all ISP
decreases. Therefore, the number of returned responses lgdtse second approach, we first randomly choose a number «
closer to the initial TTL value. First, the querier sends the veAutonomous Systems (ASes) that the multicast tree spans ar
first query with the initial TTL value and gets a number of rd¢hen mark all the routers in these ASes as non-compliant. Thi
sponses from on-tree routers. Then, the querier identifiesiulates an inter-AS level partial deployment.
number of on-tree routers to send additional query messagesn our simulations, we rutracetreestarting from the root
At this point, instead of sending new queries sequentially & the tree with an initial TTL value of 100. Initially, we ran
each of these on-tree routers with the initial TTL value, thgmulations to get the number of responses in a normal oper:
querier divides the initial TTL value among the new querig®n case (i.e. 0% non-compliant case). In the second step, w
and sends the queries to the set of routers simultaneously. Tais simulations to see the effect of different ABF values on
way, the querier runs a number of parallel queries and stiintrolling feedback implosion. We used three ABF values:
controls the amount of feedback coming from on-tree routefs.1.42, and 2. These values correspond to under estimatin
Note that this approach essentially reduces the number of ssrrectly estimating (1.42 is the average ABF value reportec
quentialtracetreequeries and consequently the time requirdgd [17]), and over estimating the ABF values respectively.
to discover the tree topology. This is desirable in cases wh@ecording to Figure 6, when the non-compliant rate is small
we need to run perioditacetreequeries to detect changes if(10%), the ABF-based TTL re-computation seems to be quite
a multicast tree topology. effective. In addition, when the ABF value is under or over es-
In order to observe the effect of initial TTL value on topoltimated, the results do not seem to cause significant variation
ogy discovery, we run simulations with different initial TTLin the number of responses returned to the querier. If we as

In this subsection, we look at the effect of tree shape
the performance ofracetreetopology discovery. Irnrace-
tree a request packet is assigned an initial TTL value. THj
value indicates the maximum number of responses to be
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Fig. 6. Effect of non-compliant routers.

sume that this case (10% non-compliant rate) correspondgtoach, and thar-respondingversion oftracetree

a wide scale deployment tracetree the results clearly show

the effectiveness of ABF-based TTL re-computation. On theAs @ general policy, we try to discover a tree topology in
other hand, as the rate of non-compliant routers increase, e shortest possible time. For this we use the maximum pos
selected ABF value plays more significant role in controllingjble parallelization for each alternative approach. However
the response implosion. An under estimation (ABF=1) usualily order to prevent response implosion, we divide the topol-
results in a significantly large number of responses, especi@gy discovery task into rounds and wsenaximum threshold
for the larger tree topologies. On the other hand, an over ¥gluefor the expected number of responses in each round. /
timation (ABF=2) usually causes significant reductions in teund includes sending the query messages to the network a
number of responses, especially for smaller tree topologiegllecting all the responses. intraceand SNMP approaches,
Finally, according to the figures, for most of the tree topo|(§he maximum threshold value limits the number of response:
gies the ABF of 1.42 results in a smaller number of respond@seived from on-tree routers. In th@cetreeapproach, the
and therefore helps prevent response implosion. We also rigteshold value limits the initial TTL values used in the re-

that non-compliant routers do not always result in an increg#i¢est packets. Having mentioned this policy, next we briefly
in the number of responses. describe the implementation of each alternative approach.

Mtrace-based approach:For each round, the querier sends
parallelhop-by-hop mtracegueries to the edge routers at the
receiver sites. The number of such queries is limited by the

In this subsection, we describe our implementations of aaximum threshold value. That is, at each round, we send oL
ternative topology discovery approaches. We evaluated atrmostthresholdmany queries and expect to receive at most
improved version oimtrace the standard SNMP-based apthat many responses. In this approach, a path discovery stoj

D. Implementation of Topology Discovery Approaches
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at a branching router on the multicast tree that has alreabhieving the maximum parallelism bounded by the thresh.
been traced by anothertracerequest. This prevents us fronold value may not always be possible. In the casentshce
incurring redundant overhead during the topology discoverand SNMP, the number of nodes that can be queried/trace
SNMP-based approach:In this approach, starting from thein parallel may be less than the given threshold value. In the
first hop router at the session source site, the querier seodse oftracetree-nr we may encounter a different situation.
SNMP queries to on-tree routers and learns the identitiesAsfcording to Figure 5, for large initial TTL values (100 or
down stream routers. In the next round, it sends paralg85), the number-of-responses-to-TTL ratiesponse-to-TTL
queries to these routers to get similar information. This wagtio) may be relatively small (e.qg., it is less than 0.6 for the
the topology discovery progresses level by level. The numlmawalkdata set). Based on this observation, for cases in whicl
of parallel queries is limited by the maximum threshold valueie wanttracetree-nrto return a relatively large number of
Tracetree-nrapproach: This approach uses the-response responses (100 or more), we can choose the TTL value b
mechanism in which the relay routers append their responsessidering theesponse-to-TTL rati@and increase the TTL
to the request packet and forward it on the tree. Non-releglue by some small factor. Even though we do not use thi
routers send (partially) collected tree topology informaticstaling in the simulations, we believe that the performance o
back to the querier. First, the querier sends a query to the firacetree-nrcould be further improved.

hop router with &"T'L,,, value that is equal to thmaximum  In Figure 7 we show the results of the simulations for the
threshold value The first hop router sends its response backses withmaximum threshold values 25, 100, and 255

to the querier and then forwardgracetreerequest packet on only. Other cases present similar behavior. According to the
the tree. Relay routers append their information to the ifigures, themtracebased approach takes the longest time for
guest packets and forward them on the tree. Branching anchajority of the cases and it is followed by the SNMP-basec
leaf routers send the accumulated path information back to #mproach. Even though increasing theesholdvalue reduces
guerier. The information each branching/leaf router sends & topology discovery time for these approaches, it does nc
sentially includes path information from the root router (or treeem to affect the relative performance between them for th
previous branching router) to the current router. In additiomajority of the tree topologies. In addition, increase in the
each branching router includes its out-going degree. After taresholdvalue does not affect the topology discovery time for
ceiving these responses, the querier sends new query messaigd/ely small tree topologies. This is becausettireshold

to these branching routers. Based on the branching inforngalue of 25 or 100 is already sufficient to achieve the maxi-
tion that the querier learns from the incoming responsesitim potential parallelism for these cases. Finally, we reminc
divides themaximum threshold valuamong the branching the reader that using thratracebased approach requires that
routers and sends parallel queries to these routers. Therefaeeknow the identities of all the session receivers in the group
the number of parallel queries in this approach is controllétbwever, in practice, this is likely to be very diffficult(see Sec-
such that the number of expected responses is limited by tioa I1).

maximum threshold value The tracetree-nrapproach performs better than the other
two approaches. In addition, its performance improves as th
E. Topology Discovery Time thresholdvalue increases. The performance gaitratetree-

is due to the fact that only the non-relay (branching and

In this section, we compare the topology discovery tim < . .
P pology y f) routers send their responses back to the querier. Accort

of the alternate approaches. Topology discovery time high . .
depends on the shape of the multicast tree and a numbe gfto our(!orellmlnary analy5|§, npn-relay routers form, on av-
parameters specific to each approach. More specifically,_elﬁﬁ.‘ge' 18% Qf the topology sizen our S"?‘mp'e tree topologlgs
the case oftracetree the branching factor of internal tree IS 1S alsq n accord_ance with the finding of the two previ-
routers, the number of responses requested in each roundo& y mentioned studies [17], [19]. . _
the querier), and the round parallelization factor affect the ne factor that may affect the above results is the possibil
topology discovery time. Similarly, for thetracebased ap- ity of request and/or response message losses during topolot

proach the number of leaf routers, and for the SNMP-bas iaco"efy- These losses may cause delays in topology disco

approach the branching factor of internal tree routers aff%?" II? gentgral, due to rt]he p?raliﬂc'f?mlshtat wel uste It?] ea(]ifh 01
the topology discovery time. e alternative approaches, it is difficult to evaluate the effec

. . . of such losses for an arbitrary case. However, in the wors
For comparison, we run simulations on our sample tree

i . . ) case, loss of a request or a response message delays the toy

topologies. In the simulations, we use ttmaximum thresh- . .
oy discovery time by one round for all approaches.

old valuesas a common parameter across all the alternati
approaches. We run simulations with s_ix different threshogd Topology Discovery Overhead
values: 25, 50, 75, 100, 200, and 255. Itis expected that as the , _
threshold value gets larger, the topology discovery time short!n this section, we compare the tree topology discovery
ens. In general, we would like to discover tree topologies {ichniques based on their overhead. We divide the topolog
the shortest time while preventing response implosion at fhgcovery overhead into three parts: (1) router overhead, (2

querier site. From this perspective, having threshold Valueﬁ)ue to large memory requirements, we were not able to successfully

asa sin_1u|ation parameter prOV_ideS a means to perfqrm a @@Fﬁplete SNMP-based simulations for large tree topologies (trees witt
comparison among the alternative approaches. But, in realitygre than 1,280 nodes) for the traceroute data set.



SARAC AND ALMEROTH: TRACETREE: A SCALABLE MECHANISM TO DISCOVER MULTICAST TREE TOPOLOGIES IN THE INTERNET 11

Mwalk dataset, initial TTL value: 25 Mwalk dataset, initial TTL value: 100 Mwalk dataset, initial TTL value: 255
30 T T T T T T T T 30 T T T T T T T T 30 T T T T T T T T
mtrace  + v mtrace  + mtrace = +
S 25 snmp X + o 25 snmp X E S 25 snmp X E
o tracetree-nr O 4 9 tracetree-nr O ] tracetree-nr O
=~ 20} + 5 =~ 20+ g =~ 20} g
© + + Q Q
] x g +o g
s 15 - A x E s 15 + o+ s 15 LT
o X <] + + o+ X <] + Xt
o 10} wx  Xa X . o 10 st U 2 10} T
£ Xy X X o, m § £ SV £ XX T T
= S_XXSE XDDDDDDD = i (= 5-j<>§* % X X I ] = S_XX* « X X E
0 coo, B I I I I I 0 m|DD|DEJDqDD|DD| 1 I 0 MIDHIDmeDqDDIDDIDD?
0 100 200 300 400 500 600 700 800 900 0 100 200 300 400 500 600 700 800 900 0 100 200 300 400 500 600 700 800 900
Topology size Topology size Topology size
Traceroute dataset, initial TTL value: 25 Traceroute dataset, initial TTL value: 100 Traceroute dataset, initial TTL value: 255
30 T T T T T T T 30 T T T T T T T 30 T T T T T T T
mtrace  + Xy mtrace  + mtrace  +
S 25 snmp X ++ PRI S 25 snmp X E o 25 snmp X -
o tracetree-nr O + I o tracetree-nr O ] tracetree-nr O
~ 20 | + E ~ 20 - E ~ 20 | E
() + X [0} [}
Q + (5] Q
8 15} N « X x - S 15} . - 8 15} -
=] T x X i} + + L+ X R 2 + + +;
g lo_;§+><xxx £ o g 10_;; x*;*xx x X x X 7 g 10_;; x;;*xx x ¥ x Kot ]
= 5k X g O Ogo oo B | [ 5k * i = 5 * + hnd
oo ] )
o L= QDEF I I I I I 0 opo opoota B8g0 D|DD |DD olomn ppo,00 00gd O 0090t
0 200 400 600 800 1000 1200 1400 1600 0 200 400 600 800 1000 1200 1400 1600 0 200 400 600 800 1000 1200 1400 1600
Topology size Topology size Topology size

Fig. 7. Time to discover tree topologies (in seconds).

querier overhead, and (3) network overhead. The router ovilale querier site and on-tree routers during topology discov
head refers to the amount of work that routers perform upery. Figure 8-c presents the network overhead of the variou
receiving a topology discovery request. approaches. According to the figurésicetree-nrincurs sig-

In order to understand the relative performance of the vé¥ficantly less overhead than the others.
ious approaches, we examine the number of visits to on-tree
routers. We assume that for all approaches, the processing
overhead at each visit is comparable. Then, we compare th@ur evaluation so far has consisted mainly of simulations.
total number of visits to on-tree routers. This gives us a simplée feel that our work would also benefit from analytical
yet useful metric to compare router overhead. In the SNMgvaluations in understanding various protocol characteristics
based approach, each router is visited only once. In the chi§avever, in our evaluation we found thaticetreeopera-
of tracetree each router is visited once during a round. If théon strongly depends on various characteristics of the mul
discovery process takes more than one round, each additidi¢aist tree topologies including the branching characteristic:
round increases the number of visits by one. In the case of @idhe routers, the depth characteristics of receivers, and th
mtracebased approach, routers on a multicast path are visitéémber and the location of non-compliant routers on the tree
one or more times depending on their location in the multicasince these characteristics vary across different multicast tre

tree. topologies, itis difficult to build a statistical modelwécetree

Figure 8-a shows the total number of visits to routers f(glperation. In this section we use some assumptions to develc

our sample data sets for an initial TTL of 100. Other cas sCIOSed form formula to compute the number of rounds t

(TTL of 25 and 255) presents similar results. According f>COVer a tree topology based on a given initial TTL value
the figures, thentracebased approach has the largest num ;TLW“' vsi h i b
of visits to the routers in all of the cases. For the SNMP-baseo’:or our analysis, we assume that multicast trees are ba

approach, the number of visits is equal to the topology Si&pced trees and internal tree nodes have an out-degree of AB

Tracetree-niperforms close to the SNMP-based approach. We also assume that we have a very good estimate abput t
depth of the treetree depth Even though these assumptions

'é(?éjunrealistic, they enable us to derive basic analytical resull

by the querier during topology discovery. In the SNMP-basggl 5 cetreeperformance. For a givefiT Li,;; and ABF
approach, this is equal to the topology size.trcetree-ny values, assuming a balanced tree, the equation
it is given by the sum of the number of branching and Iea?

Discussion

routers and the number of rounds to discover the tree topology. TTL. . — L ABF 3
Finally, for themtracebased approach, the total is equal to the init = Z(:) ©)
1=

number of (tracg rounds to discover the topology. Figure 8- _ .
b shows this overhead for our sample tree topologies usediids. From this equation, we can compute the level of the
the simulations. treen, thattracetreerequest can reach as

Finally, network overhead refers to the number of messages, TT Linit(ABF —1) + 1
including query and response messages, exchanged between n1 =logapr ( ABF )- (4)
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Fig. 8. Overhead comparison.

After collecting the responses in the first round, the querigre time to discovery a tree’s topology. But one difficulty in
will continue the topology discovery by sending additiondhis approach is that the above equality depends on certain a
guery messages to routers at lewgl The number of routers, sumptions we made at the beginning of our derivation. Thes

m, at leveln; is given by assumptions may not always hold for the actual tree topologie
used in the multicast applications.
m = ABF™. (5)  Finally, in considering whether a prototype deployed in the

. . . Internet would add to our understandingtrEcetree we felt
Based OT]th'_S’ the querlir will compute;:htla TTIL values for theat an experimental evaluation would require a large scale de
queries that it sends to the routers at this level as ployment to see its performance under various conditions. A
o prototype implementation would only show the basic proof-
TTLGzt
—_ (6) of-concept but would not go far enough to reveal the true chal
ABF™ : e
lenges of deployindgracetree Because of these difficulties,
In general, the number of levels thiacetreespans in a our evaluation mainly focused on using simulations with real-

TT1L =

round is given by istic multicast tree topologies.
TTL;(ABF —1)+1 VIIl. D EPLOYMENT ISSUES
In this section, we discuss potentiahcetreedeployment
Considering the fact that issues. One importantissue is security in terms of usage-
treefor launching denial-of-service attacks. This is possible if
TT Lipi the tracetreefunctionality is accessible by any user. In Sec-
TTL; = ————, 8 . X . . |
ABFZ'—O n; tion IV-D, we presented mechanisms to make launching at
” tacks more difficult and discussed how to reduce the effect o
we have potential attacks. Ideally we expect these measures to prc
vide sufficient assurance for the deploymenttraicetreein
ni = log (TTLmit(ABF_— 1)+ 1)' ) the Internet. However, these mechanisms may not always b
’ ABF ABFl'f‘Z;:Onj satisfactory for all users (ISPs). Considering this possibil-
ity, instead of completely turning offacetreefunctionality in
Finally, when routers, concerned users can use a more controlled operatic
k environment fortracetree In this scenario, we use an agent-
Z n; = tree_depth, (10) basedracetreetopology collection mechanism similar to the
=1 Multicast Consolidated Proxy Monitor (MCPM) [6]. Figure 9
k gives the number of rounds to discover the topology. shows the steps and Figure 10 describes each steps. In this &

According to the above derivation, by using Equations 9 apdoach, each domain allocates a well-knadiracetree agent
10, a querier can estimate the number of rounds and theref@gponsible for running atracetreequeries in the local do-
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Another important issue is the interactiontadcetreewith

the multicast routing protocolslracetreeuses existing mul-

ticast forwarding states in the routers. The multicast routing
protocol deployed in the network may be using unidirectional
or bidirectional trees and may be building source specific ol
shared trees. In either cadeacetreediscovers a (sub)tree

rooted at a queried on-tree router with respect to a given mul
ticast source in the group. In this respect, for multicast rout-
ing protocols that use uni-directional forwarding trees (such
as DVMRP and PIM)tracetreeis independent of the multi-

cast routing protocol used to create the forwarding states i
Fig. 9. Agent-basettacetreeoperation. the routers and discovers the subtree (with respect to a give
source or RP) rooted at the queried router. For multicast rout
ing protocols that use bi-directional shared trees (such as Col

1. Querier sends a query packet to first hop router 1. Based Trees (CBT) [22]), due to lack of source-specific in-
2. The first hop router 1 responds with the address of the | coming interface information at on-tree routeracetreedis-

thetracetreeagent Agent A. covers the overall forwarding tree rooted at the queried on-tre
3. Querier sends its query to Agent A. router.

4. Agent A sends a query to first hop router 1. During topolg

. . . : Y Tracetreeis insensitive to packet encapsulations used in
discovery, on-tree routers in Domain A send their respon

ses : ) ,
Some of the multicast routing protocols such as the Multicas

back to Agent A. S Di Protocol (MSDP) [23] and Protocol Ind
5. When router 4 receives a request from router 3 it sends ource Discovery Protocol ( ) [23] and Protocol Inde-

the address of Agent B to request destination i.e. Agent A P€ndent Multicast-Sparse Mode (PIM-SM) [24]. In MSDP,

6. Agent A forwards query to Agent B. when a new source starts sending to a multicast group, th
7. Agent B sends a query to router 4. During topology Randezvous Point (RP) in the source domain uses MSDI
discovery, on-tree routers in Domain B send their responseésource Announcement (SA) messages to announce this ne
back to Agent B. source to the RPs in remote domains. Later on, when the

8. Agent A sends the collected responses back to the queriefgroup receivers in these remote domains learn the existenc
9. Agent B sends the collected responses back to the queriefpf this new source, they use PIM-SM to establish a multicas
forwarding path toward this new source. Therefdracetree
Fig. 10. Topology discovery steps for Figure 9. cannot effectively return the actual multicast tree topology be-
tween this new source and the remote group receivers unt
the underlying forwarding tree is established. Similarly, in the
messages only from the locmhcetreeagent in their domain case of PIM-SM, a first hop router at a new source site encag
' sulates the packets and tunnels them to the RP. If and when

Sincetracetreeis limited to supporting requests coming fron%racetreerequest is forwarded in this way, it cannot discover

well-known nt si r mmunication primitiv n . .
awe own age tsite, secure commu cation primitives Cﬁ1e Rath between the first hop router and the RP directly. How
be used to provide authenticated message exchange betweé

the agent site and the routers. Ontmaetreeagent receives aever, the querier can easily collect this information by running
. ) . n mtrace between the two.

guery packet, it runs the query in the local domain, collects e " - .

responses, and sends them back to the querier. In cases Whéﬂena”y’ tracetreedepends on routgrs to pqrt|0|pate_ n .topol—

a tree topology spans multiple domainscetreeagents in ogy discovery. From this perspective, during the initial de-

adjacent domains communicate query messages between B ent of the service we may have a large number of non

other so that aracetreeagent in each domain traces the pmc_ompliant routers in th_e network. In this _situatidracetree
tion of the multicast tree in its own domain and then send&Y not be very effective. However, as with every other new

a response back to the original querier. In this case, froRrvice that is developed and deployed in the network, it is rea

the querier’s point-of-view, a given query results in respons%:%nabIe to expect that after a transition perivacetreewil

equal to the number of domains spanned. We believe that ttﬁ%;ome a default function provided by all router vendors, and

number should be small and therefore should not pose a Stuhg_refore when deployed in a network, it will perform well.

stantial threat in terms of denial-of-service attacks. In addi-
tion, in an agent-based deployment scendragetreeagents
can cache the collected topology and use this information forn this paper, we have proposed a mechanisagetree
subsequent queries. Moreover, agents can perform additidoaimulticast tree topology discoveryracetreerequires rela-
operations such as hiding the actual IP addresses of the rouieety little additional router support and relies only on for-
in order to protect privacy of the internal network topologyvarding state. We argued that the alternative approache
In summary, even though we prefer a native/standard depl¢@NMP andmtracebased approaches) have requirements ol
ment fortracetree we expect the agent-based deployment lisnitations that significantly limit their use for topology dis-
provide a reasonably good assurance for ISPs to support tugery. A benefit oftracetreeis that it provides tight con-
service in their networks. trol on the number of request messages that are forwarde

main. All the routers are configured to accepcetreequery

IX. CONCLUSIONS
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throughout the tree. In this respect, we discussed a number A transport protocol for real-time applications,” Internet Engineering

of issues related ttracetreebased topology discovery.

In

addition, we have evaluatdthcetreeby comparing it to the [1°!
alternative approaches. We have shown tfatetreeis com-

parable or superior to the alternative approaches in terms@f

topology discovery overhead and topology discovery time. In
addition,tracetreecan be used in both intra- and inter-domaiti 7]
and it can tolerate the existence of non-compliant routers in the
multicast tree. We believe that our technique provides a scal;
able and efficient way to discover a multicast tree’s topology
in real-time while requiring marginal additional functionality

in routers.

[19]

Acknowledgements

We thank Hakan Ferhatosmanoglu of the Ohio State Univ&2
sity for providing helpful comments on this work. We also
thank our editor Ramesh Govindan and the anonymous ToN

reviewers for their constructive feedback on this paper.

(1]

(2]

(3]

(4]

(5]

(6]

(7]

(8]

El

(10]

(11]

(12]

(13]

(14]

[21]

REFERENCES
[22]

C. Diot, B. Levine, B. Lyles, H. Kassem, and D. Balensiefen, “De-
ployment issues for the IP multicast service and architectUuFE  [23]
Network vol. 14, no. 1, pp. 10-20, January/February 2000.
K. Sarac and K. Almeroth, “Supporting multicast deployment efforts:
A survey of tools for multicast monitoring,Journal of High Speed [24]
Networks, Special Issue on QoS for Multimedia on the Intenragt
9, no. 3,4, pp. 191-211, 2000.
S. Paul, K.K. Sabnani, J.C. Lin, and S. Bhattacharyya, “Reliable mul-
ticast transport protocol (RMTP)|EEE Journal on Selected Areas in

Task Force (IETF), RFC 1889, January 1996.

H. Holbrook and B. Cain, “Source-specific multicast for IP,” Internet
Engineering Task Force (IETF), draft-ietf-ssm-arch-*.txt, November
2003, work in progress.

D. Katz, “IP router alert option,” Internet Engineering Task Force
(IETF), RFC 2113, February 1997.

R. Chalmers and K. Almeroth, “On the topology of multicast trees,”
IEEE/ACM Transactions on Networkingol. 11, no. 1, pp. 153-165,
February 2003.

Y. Dalal and R Metcalfe, “Reverse path forwarding of broadcast pack-
ets,” Communications of the ACMol. 21, no. 12, pp. 1040-1048,
1978.

JJ. Pansiot and D. Grad, “On routes and multicast trees in the Inter
net,” ACM Computer Communication Reviewl. 28, no. 1, January
1998.

L. Breslau, D. Estrin, K. Fall, S. Floyd, J. Heidemann, A. Helmy,
P. Huang, S. McCanne, K. Varadhan, Y. Xu, and H. Yu, “Advances in
networki simulation,”IEEE Computervol. 33, no. 5, pp. 59-67, May
2000.

K. Almeroth, “A long-term analysis of growth and usage patterns
in the Multicast Backbone (MBone),” itEEE Infocom Tel Aviv,
ISRAEL, March 2000.

A. Ballardie, “Core based trees (CBT version 2) multicast routing,”
Internet Engineering Task Force (IETF), RFC 2189, September 1997
B. Fenner and D. Meyer, “Multicast source discovery protocol
(MSDP),” Internet Engineering Task Force (IETF), draft-ietf-msdp-
spec-*.txt, June 2003, work in progress.

S. Deering, D. Estrin, D. Farinacci, V. Jacobson, G. Liu, and L. Wei,
“PIM architecture for wide-area multicast routingZEE/ACM Trans-
actions on Networkingop. 153-162, Apr 1996.

Communicationsvol. 15, no. 3, pp. 407-421, April 1997.

S. Jagannathan, K. Almeroth, and A. Acharya, “Topology sesitiV
congestion control for real-time multicast,” Workshop on Network
and Operating System Support for Digital Audio and Video (NOS§S-
DAV), Chapel Hill, North Carolina, USA, June 2000.
A. Adams, R. Bu, R. Caceres, N. Duffield, T. Friedman, J. Horowitz,
F. Lo Presti, S. Moon, V. Paxson, and D. Towsley, “The use of end-tp-
end multicast measurements for characterizing internal network be-

¢}

Kamil Sarac is currently an assistant professor in
the Department of Computer Science at the Uni-
versity of Texas at Dallas. He obtained his Ph.D.
degree in Computer Science from the University
of California Santa Barbara in 2002. His research
interests include computer networks and proto-
cols, group communication, management and se-
curity of computer networks. He has served as

havior,” IEEE Communicationsviay 2000.
A. Kanwar, K. Almeroth, S. Bhattacharyya, and M. Davy, “Enabling

a reviewer for a number of journals and confer-

ences. He is a member of both the ACM and IEEE.

end-user network monitoring via the multicast consolidated pro
monitor,” in SPIE ITCom Conference on Scalability and Traffic Con
trol in IP Networks Denver, Colorado, USA, August 2001.

S. Ratnasamy and S. McCanne, “Inference of multicast routing trees
and bottleneck bandwidths using end-to-end measurement&ER
Infocom New York, New York, USA, March 1999.

N.G. Duffield, J. Horowitz, and F. Lo Presti, “Adaptive multicast
topology inference,” InlEEE Infocom Anchorage, Alaska, USA,
April 2001.

<

Kevin C. Almeroth is currently an associate pro-
fessor at the University of California in Santa
Barbara where his main research interests in-
clude computer networks and protocols, multi-
cast communication, large-scale multimedia sys-
tems, and performance evaluation. At UCSB,
Dr. Almeroth is a founding member of the Me-
dia Arts and Technology Program (MATP), Asso-
ciate Director of the Center for Information Tech-

J. Case, K. McCloghrie, M Rose, and S. Waldbusser, “Protocol op@blogy and Society (CITS), and on the Executive Committee for the
ations for version 2 of the simple network management protocol (SNniversity of California Digital Media Innovation (DiMI) program. In
MPv2),” Internet Engineering Task Force (IETF), RFC 1905, Januage research community, Dr. Almeroth is on the Editorial Board of
1996. IEEE Network and ACM Computers in Entertainment; has co-chaired
D. Makofske and K. Almeroth, “Real-time multicast tree visualizatioa number of conferences and workshops including the International
and monitoring,”Software—Practice & Experienceol. 30, no. 9, pp. Conference on Network Protocols (ICNP), the Network and System
1047-1065, July 2000. Support for Digital Audio and Video (NOSSDAV) workshop, the Net-
W. Fenner and S. Casner, “A ‘traceroute’ facility for IP multicast,” Inwork Group Communication (NGC) workshop, and the Global Inter-
ternet Engineering Task Force (IETF), draft-ietf-idmr-traceroute-ipnmet Symposium; and has been on the program committee of numer-
*.txt, July 2000, Work in progress. ous conferences. Dr. Almeroth is serving as the chair of the Internet2
HP OpenView Network Management SolufionAvailable from Working Group on Multicast, and is active in several working groups
http://www.hpl.hp.com/. of the Internet Engineering Task Force (IETF). He also serves on the
P. Sharma, E. Perry, and R. Malpani, “IP multicast operational néteards or directors and/or advisory boards of several startups includ-
work management: design, challenges, and experientleEFE Net- ing Occam Networks, Techknowledge Point, NCast, and the Santa Bar-
work, vol. 17, no. 2, Mar-Apr 2003. bara Technology Group. He is a Member of the ACM and a Senior
H. Schulzrinne, S. Casner, R. Frederick, and Jacobson V., “RTR®ember of the IEEE.



