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ABSTRACT

In the near future users will be able to move freely and still have
seamless network and Internet connectivity. We envision that the In-
ternet of the future will interconnect mobile or stationary clouds into
the existing IP infrastructure. While many of the Internet protocols
are immensely successful in traditional networks, we believe they
will be inappropriate for communication among limited-capability
devices in amorphous clouds. The question we are trying to address
is whether the network layer services provided by IPv4 and IPv6 [1]
are necessary and sufficient for supporting heterogeneous devices in
these highly dynamic, arbitrarily dense environments. The problem
with an IP infrastructure is that, for certain applications, it adds un-
necessary complexity. The proposed research is based on the spec-
ification of a new network layer protocol for intra-network commu-
nication in clouds containing devices with limited processing and
communication capabilities. Our Pseudo-IP protocol is designed
to operate among devices in the farthest branches/leaves of an in-
ternet while providing inter-network connectivity with other clouds
and the existing IP infrastructure. Our goal is to extend the scope of
IP to environments containing devices that cannot handle the extra
complexity introduced by routing, error detection/recovery, optional
headers, and even addressing. More intelligent devices interacting in
the cloud will be responsible for interoperating with the existing IP
infrastructure including IP-based devices that happen to be roaming
locally.

1. Introduction

In the near future users will be able to move freely and still
have seamless network and Internet connectivity. Portable
computers and hand-held devices will be for data communi-
cation what cellular phones are now for voice communica-
tion: they will keep users connected at all times. In addition
to being continually connected over time, the concept of “uni-
versal connectivity” also means that a variety of “unconven-
tional” devices will be connected to the Internet. A variety of
devices, including sensors, home appliances, light switches,
etc., will be interconnected forming clouds. We envision that
the Internet of the future will interconnect these (mobile or
stationary) clouds and the existing IP infrastructure. As users
roam among clouds, they will encounter, and be required to
communicate with, a range of devices varying in processing,
mobility, and communication capabilities.

While many of the Internet protocols are immensely success-
ful in traditional networks, we believe they will be inappro-
priate for communication among limited-capability devices
in amorphous clouds. The question we are trying to address
is whether the network layer services provided by IPv4 and
IPv6 [1] are necessary and sufficient for supporting hetero-
geneous devices in these highly dynamic, arbitrarily dense
environments. The problem with an IP infrastructure is that
for certain applications it adds unnecessary complexity and
overhead. One example scenario is a cloud of thousands of
sensors transmitting small pieces of data. The data portion,
assuming traditional IPv4 or IPv6 headers and lower layer
protocol headers, will be a very small percentage of the over-
all packet size. Besides the inefficiencies of payload bytes
versus header bytes, there is also the issue of the devices' lim-
ited processing and communication capacity. The numerous
sensor devices may simply transmit their data and the overall
system would rely on a roaming user carrying a more intel-
ligent device. Alternatively, the sensor cloud could contains
one or more data collection devices the roaming user's com-
puting device is able to locate and query. Whatever the sce-
nario, there will likely be devices with limited functionality
that still have important data to communicate.

The premise of this paper is to introduce a new network layer
protocol for intra-network communication in clouds contain-
ing devices with limited processing and communication ca-
pabilities. Our Pseudo-IP protocol is designed to operate
among devices in the farthest branches/leaves of an internet
while providing inter-network connectivity with other clouds
and the existing IP-based Internet infrastructure. Our goal
is to extend the scope of IP to environments containing de-
vices that cannot handle the extra complexity introduced by
routing, error detection/recovery, optional headers, and even
addressing. More intelligent devices interacting in the cloud
will be responsible for interoperating with the existing IP
infrastructure including IP-based devices that happen to be
roaming locally.

While there has been a great deal of interest in wireless pro-



tocols, much of the work has focused on providing higher
bandwidth and more sophisticated communications services.
Our approach is directed towards simplification. We believe
that our Pseudo-IP protocol will be an important enabling
technology for the Internet of the future since it will allow
limited-capability devices to be connected to the existing IP
infrastructure.

One research initiative related to the proposed ideas is the
Daedalus/BARWAN project [2] at UC Berkeley. More specif-
ically, they have proposed an architecture that supports adap-
tive client device's functionality to new services that are dis-
covered/located as the client moves [3]. Their architecture is
based on the existing IP infrastructure. Other research initia-
tives in this area are beginning and should be jump started by
DARPA interest and funding.

The remainder of this paper is organized as follows. Sec-
tion describes a number of potential applications and their
requirements. Section gives an overview of the concept be-
hind Pseudo-IP. Section summarizes the research challenges
and how they relate to our Pseudo-IP protocol.

2. Applications and Requirements

The motivation for Pseudo-IP is grounded in a number of
cloud-based applications and scenarios. We describe some of
these scenarios and their specific protocol requirements be-
low.

� Home spaces: Homes of the future will be full of
devices ranging in intelligence from dumb to semi-
intelligent to fully-intelligent devices. Some examples
include dumb devices like light switches; more intelli-
gent appliances with embedded circuitry like TVs and
microwaves; and programmable, network-aware devices
such as PCs. The least intelligent devices may only be
capable of broadcasting state information. Some may
have additional functionality which allows them to re-
ceive and process commands and then change state. The
most intelligent devices would be responsible for state
collection, device control, and management. Consider
the commonly referenced example of a fully connected
home. All electronic devices are connected together in
a controllable network. Voice commands are detected,
translated, and executed through some voice recogni-
tion system. Many household devices will have wireline
connectivity but some may be wireless. In either case,
these devices must be capable of receiving, executing,
and acknowledging commands. Another important ser-

vice required in this scenario is security. It will likely
be an important issue, especially from from the need to
authenticate commands and prevent unauthorized users
outside the home from controlling devices in the home.

� Highway spaces: Highway environments offer a
slightly different set of requirements from the home en-
vironment. Objects in the highway environment are
likely to be more intelligent but may be more transient.
Current projections suggest vehicle-based communica-
tions systems providing services other than cellular tele-
phony will be able to communicate using IP. So in sev-
eral of the highway scenarios, many of the key objects
will be capable of speaking IP. But because of the limited
range capabilities of these devices, an intra-cell network
protocol will likely not require IP-style services. One
common application consists of drivers receiving infor-
mation about road conditions, restaurants, shopping, ser-
vice plaza amenities, etc. via broadcast transmissions.
This type of data can be broadcast repeatedly so reli-
ability (other than through non-ACK based techniques
like forward error correction[4]) is not required. How-
ever, some applications may provide transaction-based
services like ordering food before arriving at a highway
exit. In these scenarios, the network protocol would have
to facilitate reliable, secure transactions.

A second set of applications in the highway environ-
ment is more similar to those discussed above for the
home. Dumb, sensing devices unique to a highway envi-
ronment might provide data about traffic conditions like
congestion, flow patterns, weather, etc. These devices
would likely only need to continually transmit a best-
effort sampled data stream. These sensor devices may
need to execute basic commands or may simply trans-
mit a continuous flow of data.

� Inhospitable environments: There are a number of in-
hospitable environments that would benefit from an ar-
ray of very simple devices that use a lightweight net-
work protocol to communicate. Generally, we are talk-
ing about a large number of wireless sensors spread over
an area to provide continuous feedback. The key dif-
ference between this class of applications and the oth-
ers is that the devices would have to self-organize into
a network and work together to communicate necessary
information to points on the periphery of the network.
A prototypical application is the blanketing of a bat-
tlefield with thousands of sensors. Sensors would col-
lect and communicate reconnaissance information to the
edges of the cloud where some intelligent agent would



gather, possibly process, and likely relay the information
through some traditional network. To be truly successful
sensoring devices would have to be simple, cheap, and
plentiful.

Other applications included in the inhospitable environ-
ments class of applications are conditions monitoring,
disaster relief assistance, and search and rescue efforts.
For example, seismic sensors could be scattered over
a collapsed building and used to detect the motion of
trapped survivors. Devices might even be installed into
the building infrastructure during construction and used
for search and rescue efforts in a collapsed building if it
is destroyed by disasters like earthquakes or fires. These
devices might also server to collect nominal environ-
mental data like building air quality, temperature, etc.

3. Overview of the Pseudo-IP Protocol
The goals of Pseudo-IP are (1) to reduce the overhead and
complexity of a full network layer protocol, (2) be flexible
enough to interoperate with different medium access layer
protocols, and (3) be flexible enough to provide network ser-
vice in a variety of environments. Obviously the most com-
mon network layer protocol is IPv4

�

. In considering what
functionality Pseudo-IP should provide, we should examine
what functions IPv4 provides. They include the following[5]:

� Packet length – 1 bytes

� Identification/Sequence number – 2 bytes

� Fragmentation/reassembly – approximately 2 bytes

� Time to live – 1 byte

� Upper layer protocol identifier – 1 byte

� Header checksum – 2 byte

� Source and destination addressing – 8 bytes

� Miscellaneous other bits – 2 bytes

� Options and variable length headers – variable

In addition to the overhead associated with the IP header,
there is processing overhead required to implement protocol
functionality. For example, to properly support IP, the In-
ternet Control Message Protocol (ICMP) should be imple-
mented. Furthermore, protocols to provide translation be-
tween medium access control layer addresses and network

�

We also will consider how IPv6 differs from IPv4 but the philosophy of

IPv6 is similar enough that we can concentrate on IPv4 at this point.

layer addresses requires two resolution protocols: the Ad-
dress Resolution Protocol (ARP) and the Reverse Address
Resolution Protocol (RARP). And finally, all of this overhead
is in addition to whatever overhead is required by the medium
access control protocol. If devices implement a wireless pro-
tocol like the IEEE 802.11 wireless LAN standard, fewer
Pseudo-IP functions will be required because 802.11 provides
its own addressing and checksum mechanisms; uses collision
avoidance; and has provisions for acknowledgments[6].

Other, simpler medium access control protocols might have
to be used like Aloha[7] and slotted-Aloha[8]. Specifically
then, what Pseudo-IP should provide is (1) a lightweight in-
terface for communication among dumb or semi-intelligent
devices, and (2) protocol translation between Pseudo-IP and
traditional IP. Much of the routing functionality will be based
on radio transmissions, i.e., the fact that these unconventional
devices are usually broadcast-capable.

4. Research Challenges
The goal of Pseudo-IP is to provide basic network layer func-
tionality while still allowing higher layer protocols to pro-
vide services like reliability, congestion control, authentica-
tion, etc. Dumb devices should only have to implement the
minimum number of functions to achieve connectivity. Fur-
thermore, simple devices should not incur overhead penalties
for functions they cannot or do not wish to perform. Our re-
search plan is based on creating a lightweight network layer
protocol. Conceptually, our Pseudo-IP protocol can be com-
pared to the relationship between UDP and TCP. UDP, when
compared to TCP, is a lightweight protocol providing almost
no transport layer services.

Pseudo-IP will eliminate most of the fields of both IPv4
and IPv6. We will investigate the issues raised by hav-
ing no addressing, no routing information, no fragmenta-
tion/reassembly function, no error detection, and no sequence
numbers. The basic paradigm for this simplest case will be
random broadcast of data. Packets will still have a Medium
Access Control (MAC) protocol which will provide framing,
and probably some form of identification and basic error de-
tection.

The research challenges we plan to explore are associated
with the issues raised by providing communication using
Pseudo-IP. Part of this challenge includes investigating how
to build additional network services, like reliability for con-
trol functions, on top of Pseudo-IP. A second challenge is how
to interconnect Pseudo-IP clouds with the existing IP infras-
tructure. A brief description of some specific research issues



include the following:

� Data Flow. Straightforward data flow should likely only
require the simplest version of Pseudo-IP. For example,
in the case of simple sensors, data will flow one way,
not even requiring return information or feedback to the
sensor. Sensors will periodically broadcast their sensor
information and not care if it is ever received. These de-
vices should be very cheap compared to an IP-capable
device. Given the potential environments, there are two
types of network topologies that these types of devices
might have to communicate in. The first topology would
not require any routing because all devices can commu-
nicate directly with the desired receiver. Devices either
have a wired connection to the receiver or operate in a
wireless environment where the receiver is known to be
in range. A medium access control protocol would be
responsible for implementing collision avoidance func-
tionality.

The second topology assumes that all data should be de-
livered to a single remote receiver and not all transmit-
ters are within range of the receiver. This type of topol-
ogy requires basic routing functionality and represents a
significant jump in complexity. The additional complex-
ity includes the following components:

– How to do routing? Given that devices may be
expected to perform in inhospitable environments,
the network topology may actually change fre-
quently. Furthermore, running a complex route
discovery protocol is unlikely to be feasible given
the nature of the devices. Our preliminary asser-
tion is that some sort of optimized random routing
or intelligent flooding algorithm should be used.
A second consideration associated with broadcast-
based routing is the need to remove old pack-
ets from the network. IP uses a monotonically
decreasing time-to-live (TTL) field that causes a
packet to be discarded when the TTL value reaches
0.

– Addressing can range in importance from critical
to not necessary. For some applications, like a
blanket of sensors dropped in an inhospitable envi-
ronment, the actual location of a device may need
to be known. Sensors may need a GPS-based lo-
cating system.

– In some cases, strict timing information will be re-
quired. Time stamps might have to be taken and

then used as sequence numbers. The medium ac-
cess control protocol might provide some part of
this function, for example through a hardware ad-
dress or through a fully pre-configured arrange-
ment like Time or Frequency Division Multiplex-
ing (T/FDM).

� Semi-Reliable Feedback. One potential problem with
not having a way to transmit feedback to a large set
of dumb sensors is the total lack of control a manage-
ment station would have. The problem occurs as more
and more sensors are brought on-line and/or when using
more capable devices (e.g., mobile sensoring devices).
The period between each sensor's transmissions may be
too short and a large number of collisions may result re-
ducing the effective data rate. A control station might
want to communicate with the array of devices using
some very simple feedback channel. In this example, the
control station might select a specific interval to broad-
cast to all sensors. These semi-reliable control functions
can be achieved by again using a broadcast paradigm.
By repeating the broadcast multiple times, all or most of
the sensors will eventually receive the control informa-
tion.

� Reliable Transactions. There will likely be intelligent
enough devices that will want to exchange information
reliably. For instance, a host might want to reliably con-
trol a light switch, or other simple device in a room. In
order to do so, some information needs to be passed be-
tween the host and the device. In IP-based communi-
cation, this is accomplished using a series of messages.
In Pseudo-IP, this could be accomplished by exploiting
MAC layer mechanisms such as TDMA slots and MAC-
level ACKs/NACKs. While this breaks the traditional
model of layered network protocol design, it greatly en-
hances the ability to accommodate devices that are only
capable of sending small messages. The idea is to per-
form authentication, sequencing and reliability based on
lower-layer mechanisms, rather than relying on extra
network layer bits.

� System Control. Control functions are built on top of
reliable transactions but the additional challenge is de-
termining what parameters are available for control and
identifying a way of communicating the control func-
tion. Ideally, we would like not to have to define a stan-
dard for information exchange (e.g., identifying that in-
formation is coming from a light switch and not the dish
washer). Standards are susceptible to politics, inefficien-



cies due to aging, and additional problems of interacting
with devices that do not support the standard or may sup-
port different versions of it.

� Security. Reliable transactions require secure channels.
End-to-end encryption can be used since devices en-
gaging in transactions are likely to be more powerful
in terms of processing and communication capabilities.
When dealing with the more simple devices, physical
security may be the only option. In the home environ-
ment, for instance, devices could rely on line-of-sight
communication, requiring physical proximity to the de-
vices. Remote control could be enabled through the use
of an intelligent IP gateway which could provide remote
authentication services.

� Inter-Cloud Routing. In order to allow communica-
tion between simple devices in different clouds, edge
devices would act as intelligent gateways. Although de-
vices might not be able to address other devices directly,
gateways could collect Pseudo-IP packets and encapsu-
late them in IP packets for remote distribution. Edge
devices could have static IP addresses, while intra-cloud
communication is via local dynamic addressing.

� Directory Services. The problem of discovering local
services in an area becomes problematic as the num-
ber of devices grows. Since bandwidth is limited, there
must be some way to gather information without con-
suming all the bandwidth with service announcements.
This can be accomplished by proving directory servers
in a region. Although this should not be a requirement
of the system (devices should still disseminate their sta-
tus periodically) they can provide an optimization when
improved network performance is required. Directory
server would collect data on the local region and provide
this information upon request. For example, and vehicle
entering a cloud could request information on available
services from a directory of services in the area, rather
than having to wait for all services to announce their
availability. If such a directory server were not available,
the vehicle would have to wait longer to obtain such a
list, but it could still be obtained.

One problem in designing a protocol like Pseudo-IP is the
uncertainty in knowing what specifications the devices meant
to use Pseudo-IP will actually have. There are questions
about processing capability, bandwidth, transmission range,
storage capacity, duration of operation, etc. In addition to

device specifications, there are questions about the environ-
ments these devices will have to operate. There are also ques-
tions about the type and size of data collected, the real-time
requirements of data delivery, number of devices in a region,
environmental hazards, etc. Our proposed research agenda
will focus on designing a number of detailed scenarios and
then specifying a protocol to most efficiently and effectively
address the network needs.
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